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William A. Mundeil, Commissioner 
Marc Spitzer, Commissioner 
Mike Gleason, Commissioner 
Kristin K. Mayes, Commissioner 
Arizona Corporation Commission 
1200 West Washington 
Phoenix, Arizona 85007-2996 

Re: Questions Posed by Commissioners During March 20-29, 2006 Hearing 
in Docket No. 
2006 in Docket No. E-01 345A-06-0063 

- -  nd During Open Meeting of April 5, 

Dear Commissioners: 

In response to inquiries by Commissioners during the hearing on the Company’s 
Emergency Interim Rate Request, and also during its consideration on April 5, 2006 of 
the Company’s “Step 1” PSA surcharge, APS is providing the following information. 

BBB- Ratings - The question was raised as to how many electric operating companies 
currently have senior debt rated BBB-. The answer to that question is four: APS, Tucson 
Electric Power Company, Monongahela Power Co., and Tampa Electric Co. Four 
combination gas and electric operating companies also have senior debt with BBB- 
ratings: Indianapolis Power & Light, Louisville Gas & Electric, Dayton Power & Light, 
and Consumers Energy. 

PSA’s - We are attaching (APS09299) a report from RRA dated October 3, 2005 
showing the utilities across the country that have PSA or equivalent mechanisms in 
place (this is a copyrighted report that should not be redistributed). This is the most 
comprehensive document on such mechanisms that is readily available to the 
Company. This report indicates that of the 49 states (excluding Nebraska, which has no 
regulated electric utilities), only 3 have prohibitions on fuel adjustor clauses (WV, UT, 
and Vr). 
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Non-Charitable Dues, Fees and Memberships - As requested, attached (APS09300) 
is a list of non-charitable payments made by the Company in 2005 sorted in descending 
dollar order. Please note that most, if not all, of the dollars do not represent 
“contributions” but rather are organization membership costs, fees, dues (for either the 
Company or its employees) or fees paid for services rendered. In order to provide this 
information, the company has made a number of queries against its Accounts Payable 
system; searching for payments made to any party whose name contained the words 
“alliance,” “association,” “board ,” “chamber,” “club,” “council,” “eagles,” “elks,” “institute,” 
“kiwanis,” “league,” “lions,” “optimist,” “order,” “rotary,” and “society.” The results of that 
electronic query then were reviewed, and payments to groups that were obviously 
recognized charities were excluded. 

The top ten organizations on the list are: 

EPRl 
Edison Electric Institute 
Western Electric Coordinating Council 
Nuclear Energy Institute 
Institute of Nuclear Power 
Greater Phoenix Chamber of Commerce 
Corporate Executive Board 
Utilities Service Alliance 
Northern Arizona Council of Governments 
Greater Phoenix Leadership 

These 10 organizations account for over $3.6 million (85%) of the total amount paid with 
the remaining $0.6 million going to 214 other organizations on the list. 

Natural Gas Storage - As discussed during the hearing, during a time when 
Commission rules prohibited APS from owning generation, APS’ affiliates were actively 
involved with a gas storage project in western Maricopa County called Copper Eagle 
(Pinnacle West Energy Corporation was a 50% equity owner). This was and is clearly 
the best site for storage in Arizona and for APS, but the project was banned under state 
legislation. Subsequent to Copper Eagle, APS is investigating or has investigated 
natural gas storage in the following areas: 

0 Red Lake- Located near Kingman Arizona, it was initially proposed by 
Aq u i la: 

0 Picacho- Located near Picacho peak, it was initially proposed by Unocal, 
but the area is also being evaluated by El Paso. 

0 West Texas- Refers to existing facilities located in the Permian basin. 
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Because contracts for gas storage have not been finalized or, in the case of Picacho 
and Red Lake, actual projects do not exist, the costs incurred to date are only for the 
efforts of existing APS internal employees with their associated overhead costs. This 
does not represent an incremental expenditure. 

Storage does nothing to moderate long-term natural gas prices or price volatility that 
cannot be accomplished better and more cheaply through hedging contracts (physical 
and financial); however, gas storage does possess other benefits. The potential 
benefits to APS and its customers of the individual projects are very much a function of 
the location of the storage. If storage is in or sufficiently close to the Phoenix market 
and is capable of a relatively high rate of delivery, it could result in a reduction in the 
cost of natural gas transportation services. There are also reliability and system 
operations benefits from gas storage. 

Natural gas storage proposed in Northern Arizona has far less value, if any, to APS at 
present because the north to south pipeline capacity that serves Arizona is already fully 
utilized. Thus, unless additional nonth/south pipeline capacity is added, gas in storage at 
that location would not be able to be called upon to peak shave or provide variable flow 
services to the Phoenix market area or to APS gas generation located south of Phoenix. 

The storage projects in West Texas would be near the flow path of a portion of APS 
capacity, i.e., close to the pipeline running into Arizona and eventually serving APS. 
Thus, it would have some value as a place to inject or withdraw gas. However, being 
almost 24 hours flow time from APS facilities, means the Texas storage would be too 
distant to provide the swing services, backup supply, and peak shaving services that the 
Company believes have the most value to APS customers. 

Now let me discuss the status of these three potential proposals. 

Arizona 

EL Paso- Picacho: El Paso has informed APS of their ongoing evaluation at this 
location near the Picacho Peak area. We anticipate El Paso will be sending meeting 
notices shortly to shippers about its potential Picacho storage project. APS would be 
very interested in and would closely evaluate the economic viability of this project given 
its relatively close proximity to the Company’s gas- fired load centers. 

Red Lake - The location of the Red lake project is near Kingman, Arizona. While there 
was significant activity several years ago, including a filing at the FERC by Aquila (and 
later Enstor), APS understands that Aquila relinquished title to the project back to 
another entity, which in turned sold the property to a real estate developer. It would 
appear that the viability of this project is minimal so long as the developer retains control 
of this property. And, as noted above, without the concurrent construction of new 
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north/south pipeline capacity, the Red Lake Project would be of value largely to 
California and Southern Nevada. 

West Texas 

West Texas Storage: APS is presently negotiating for storage capacity at Grama Ridge 
in Eastern New MexicoANest Texas, and near the Waha Hub in Midland, Texas, for the 
summer of 2006. The major attractiveness of such storage comes from avoiding 
imbalance penalty changes on the El Paso pipeline beginning 6/1/06. Any contract with 
a third party must have terms that allow APS to actually mitigate those imbalance costs. 

Advertising / Sponsorships - A number of questions were raised concerning the 
timing of advertising and sponsorship contracts, their ability to be cancelled, and what 
amounts, if any, could be saved by doing so. Again, we wish to point out the Company 
is not asking for recovery of these costs from customers. 

The expiration of the major venue and sports suites is as follows: 

NASCAR - 2008 (sponsorship package including suite ends at the end of 2008) 

Diamondbacks - Sponsorship agreement ends 201 2 (separate PNW suite agreement 0 runs through 2007) 

Suns - Sponsorship agreement ends June 2012 (separate PNW suite agreement runs 
through 2010) 

Cardinals - Sponsorship agreement ends in 2006 

Fiesta Bowl - Contract (including suite) ends in 2007. 

These sponsorship and suite contracts do not have termination provisions allowing early 
termination or any “buy out” of the agreement. Rather they have typical “default” 
provisions that allow for the recovery from APS of all damages as the result of the 
default. Thus, breaking these agreements would not save any expenses and would 
likely cost additional amounts to defend the resulting lawsuit. 

The sponsorship packages also typically involve an advertising component. This is 
bundled into the sponsorship and should not be confused with other print and media 
advertising done by the Company. This sponsorship advertising has been and can be 
used for any purpose, including promoting conservation, demand management, RES, 
and other customer-oriented programs. 

The majority of the non-sponsorship TV and print ads budgeted for 2006 have not yet 
been placed. 0 
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Additional details of these costs have been previously provided in Schedule A (subject 
to a protective agreement) to the February 17fh letter from the Company to 
Commissioner Mayes. 

Palo Verde Incentives - Questions were raised as to how many employees at Palo 
Verde received incentive payouts as a result of 2005 performance. The following chart 
shows, by emplqee group, the number of employees, the amounts paid to each group 
and also what the same groups would have qualified for under the 2005 performance 
plan had Palo Verde NOT experienced increased unplanned outages in the course of 
the year. 

Incentive for 2005 
Paid in 2006 

Total Palo Verde Employees Incentive 
Directors Managers Frontline Total 

Number of Employees 11 324 1849 21 84 
Total Incentive $ 400,000 $ 3,400,000 $ 5,200,000 $ 9,000,000 
APS Ownership Share (1) $ 116,400 $ 989,400 $ 1,513,200 $ 2,619,000 

Hypothetical Additional (if units had run as planned) 
Directors Managers Frontline Total 

Number of Employees 11 324 1849 2184 
Total Inc Hypothetically Paid $ 200,000 $ 1,500,000 $ 2,300,000 $ 4,000,000 
APS Ownership Share $ 58,200 $ 436,500 $ 669,300 !§ 1,164,000 

Let me also clarify how incentive payments for Palo Verde employees were determined 
for 2005. The annual incentive plan for employees contains a number of business unit 
objectives against which performance is measured. These objectives cover areas of 
Safety, Production Cost, Capacity Factor, and Equipment Reliability. Striving to achieve 
these goals helps insure reliable, efficiently produced energy for our customers. In 
2005, Palo Verde employees achieved established business unit targets related to: (1) 
safety, nuclear - measuring number of reactor trips, radiation exposure, and 
maintenance rule; (2) safety - related to preventable injuries; and (3) equipment 
reliability targets related to work management and corrective maintenance. Palo Verde 
employees did NOT achieve and were NOT paid ANY incentives on targets related to 
nuclear capacity factor or production costs. This is in spite of the fact that Palo Verde 
did achieve approximately 90% of its budgeted capacity factor. If the additional 

' Note that the $29.9 million total company figure previously testified to by Mr. Robinson did not reflect 
that a significant part of the $29.9 million was paid by non-APS participants at Palo Verde, Four Corners 
and Cholla. 
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unplanned outages had not occurred levels in 2005, all else being unchanged, then a 
full 100% of their incentive opportunity likely would have been achieved, and that 
hypothetical incremental financial impact is shown in the above chart. 

Cost Cutting and Management Studies - In response to a data request from the ACC 
Staff asking for "actions the Company has taken to address the cash flow problem 
described in this application," (STF 1-1 9), we provided a list of activities the Company 
has implemented during the last 10 or so years, the benefits of which are still being 
realized by our customers. That data response is included here for your convenience 
(APS09281). 

By way of recap of the above data response, it describes activities organized by the 
following: 

0 Labor 
Fuel and related items 

o Nuclear fuel procurement 
o Coal fuel procurement 
o Gas and purchased power procurement 
o Gas transportation 
o Other fuel related items 

o PaloVerde 
o Fossil 

o Line siting 
o Applied technology yields increased capacity 
o APS/SRP joint cost savings project 
o Contract locating 
o Substation construction cost comparison 
o Series capacitor life extension program 
o Southwest reserve sharing group 

o Web site 
o Interactive voice response 
o Use of contract labor for call center staffing 
o Improved skip tracing process 

o Taxable debt interest savings 
o Tax exempt debt portfolio savings 

Generating Units 

0 Transmission and Distribution 

Customer Service 

Treasury 

Property taxes 
0 Medical costs 

Technology 
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o Materials logistics system 
o Electronic mail, scheduling and records management implementation 
o Leased phones and data circuits to new technologies 
o Electronic computer system monitoring 
o Automated software distribution to servers and pc’s 
o Fiber optics cable sharing and exchange with SRP 
o Communications site sharing agreements with other utilities 

0 Property 
0 Environmental 
0 Supply chain 

o Delivery 
o Transportation services 

0 Insurance 

As we have previously indicated, we have not recently had a comprehensive company- 
wide management analysis conducted within the Company. During the hearing, I had 
tried to recollect two such reports from memory. Upon refreshing my memory, those 
two reports are a “Reasonableness Review” conducted by Ernst & Whinney and issued 
in March 1989, and an “Assessment of the Management of the Palo Verde Nuclear 
Generating Station Project” performed by Cresap, McCormick and Paget in the mid- 
1980s and issued January 1990. Both of those reports deal with Palo Verde, not the 
Company as a whole as I had originally thought. They have both been previously 
provided to and filed with the Commission in Docket No. E-01345A-00-007 and are 
quite voluminous in nature, so they have not been provided here. 

We have, however, had many internal and external analyses conducted on many 
specific issues in recent years. These analyses have focused on efficiencies, 
improvements to our policies and procedures, improvements to our reliability and 
service levels, and improvements to our ongoing daily processes. This response 
attempts to provide you with an illustrative example of the types of reports generated by 
or about the Company within approximately the last two years, in some cases as the 
result of outside reviews pursuant to regulatory requirements. Copies of reports not 
previously provided to Commission Staff have been attached for your convenience. It 
should be kept in mind that the purpose of such reports is to identify potential areas of 
improvement or weakness, so that they may be addressed and corrected as necessary. 
These examinations can sometimes be harsh, but are useful to make our organization 
stronger and more efficient. A brief summary of these illustrative reports are indicated 
as follows: 

o A report from MainNerve assessing the integrity of our networked computing 
environment, issued March 2006. (APS09282) 
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o A report from the FERC Office of Market Oversight and Investigations on 
compliance with FERC’s rules, regulations and requirements pertaining to 
transmission service, issued December 2004. (APS09283) 

0 

o Reports from Potomac Economics, the FERC-approved independent market 
monitor that APS voluntarily retained in mid-2005, evaluating operation of our 
transmission system and generation dispatch practices. (APSO9284) 

o A press release from lnnovest Strategic Value Advisors on the 100 most 
sustainable corporations in the world for having the best developed ability - 
relative to industry peers - to manage the environmental, social and governance 
risks and opportunities they face, issued January 2006. (APS09285)2 

o A report from the Institute of Internal Auditors on a quality assessment review of 
the Audit Services Department in conformity with the IIA’s International 
Standards for the Professional Practice of Internal Auditing and Code of Ethics, 
issued June 2005. (APS09287) 

o A report from NERC assessing the readiness of the Transmission Operations 
and Planning Department in meeting its defined responsibilities as a control area, 
issued October 2004 and APS’ Response to NERC assessment, issued January 
2005. (APS09288) and (APS09289) 

o A report from Iron Mountain assessing the records retention and information 
management programs, issued May 2004. (APS09290) 

o A report from Deloitte and Touche LLP attesting to management’s assessment 
regarding effective internal control over financial reporting as of December 31, 
2005, issued March 2006. (APS09291) 

o A report from the Nuclear Service Organization evaluating compliance with the 
requirements of the NEIL Property Loss Control Standards, issued March 2005. 
(APS09292) 

o A report from the Nuclear Service Organization evaluating compliance with the 
requirements of the NEIL Boiler and Machinery Loss Control Standards, issued 
January 2006. (APS09293) 

o Reports from Starr Technical Risks Agency, Inc evaluating engineering best 
practice standards regarding Boiler /Machinery issues and risk assessment at the 

APS is prohibited from providinq copies of the actual report for contractual reasons similar to those 2 

faced by the Commission in providing copies of hearing transcripts to those who have not paid to receive 0 them. 



0 
April 13, 2006 
Page 9 

Four Corners, Cholla, Redhawk, Saguaro, Sundance, Ocotillo, West Phoenix and 
Yucca Power Plants, issued in the last 2 years. (APS09294) 

o The Generation Business Plan (APSO9295) 

o The Customer Service and Transmission Operations Business Plan (APS09296) 

o The Shared Services Business Plan (APS09297) 

o The annual Environmental Report (APS09298) 

o An executive summary report, the full report is considered confidential due to its 
sensitive nature, from Triton Security Solutions, Inc. assessing the security and 
emergency preparedness in accordance with NERC Standards and Guidelines, 
issued March 2006. (APS09286) 

Additionally, in response to Staff and their consultants discovery in Dockets Nos. E- 
01 345A-0826 and E-01 345A-0827, the Company has provided information that is 
broader than just management studies; however, many contain various elements of 
what might be regarded as management studies and therefore are referenced below. 

o A report from Risk Advisory, a division of SAS, assessing the fuel and purchased 
power hedging program, issued October 2005. (previously provided pursuant to a 
protective agreement in STF-1.49) 

o A report from EPRl Solutions assessing the Westwing and Deer Valley 
substations’ operations and maintenance performance regarding the events and 
issues in the summer of 2004, issued in January 2005. (previously provided in 
Docket No. E-00000J-04-0522) 

o EPRl follow up report, issued in February 2006. (previously provided in Docket 
NO. E-00000J-04-0522) 

o Independent Review of Performance at Palo Verde, issued in February 2005 
(previously provided in PB-4.11) 

o PV Supervisory Effectiveness Self-Assessment, issued in March 2005 
(previously provided in PB-4.11) 

o PV Operations Assessment of Corrective Actions, issued in May 2005 
(previously provided in PB-4.11) 

We believe that this information represents illustrative examples of some of the more 
significant management studies, efficiencies, and activities performed in the last several 

~ 0 
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years, and its scope demonstrates the wide ranging breadth and depth of focus on the 
Company’s operations. All of these activities have enabled us to reduce our unit costs, 
excluding fuel, by 12% since 1995 (without adjusting for inflation), and increase our 
customer per employee ratio from 86 in 1987 to 220 customers per employee in 2005. 

I hope this has been responsive to your questions. 

Sincerely, 

Thomas L. Mumaw 
Attorney for Arizona Public Service Company 

TLM/Enclosures 

cc: Parties to the Docket 
Original and 13 copies to Docket Control 
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SPECIAL REPORT October 3,2005 

Restructuring Cost Pass- 
Rate Cap Through 

FUEL AND WHOLESALE POWER COST RECOVERY 
A State-By-State Review 

Volatility in wholesale electricity markets has raised investors’ level of awareness and concern with 
regard to the ability of electric utilities to recover wholesale power costs and fuel expenses from customers. 
A number of utilities nationwide are subject to price caps or rate freezes that were implemented as part of 
multi-year competition transition plans. In adopting these plans, state commissions and utilities assumed 
that competition would produce wholesale power prices that were below the power costs embedded in the 
capped rates. It was, therefore, widely projected that the utilities would have an opportunity to recover 
their stranded investment during an initial transition period, after which customers’ bills would be adjusted, 
presumably downward, to reflect the lower generation prices that would be available in the competitive 
market. As we now know, following the experience of the utilities in the West, these fixed-rate paradigms 
do not always work as planned. 

Table I--General Practice on Fuel and Wholesale Power Cost Recovery 

In situations where wholesale power prices begin to rise, utility shareholders wind up bearing risk 
that was unforeseen when these plans were approved. Pricing instability has raised the specter of 
unrecoverable wholesale power costs to varying degrees nationwide, and thus has piqued investor interest 
as to the ability of electric utilities to defer, and subsequently recover, a company’s actual purchased power 
and fuel costs. 
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Back in the 1970’s, increasing oil prices gave rise to regulators’ adoption of the “fuel 
adjustment clause” (FAC), which enabled electric utilities to quickly implement fuel-related rate 
adjustments outside of the traditional rate case process. As the reliance on purchased power grew due 
to competition in the wholesale power markets, the FACs were expanded to include purchased power 
costs. More recently, however, the number of jurisdictions that permit fuel/purchased power costs to be 
recovered through FACs has diminished, especially in those states with retail generation markets that 
have transitioned to competition. In recent years, some companies in the following states have chosen, 
or were required, to eliminate their FACs, and are attempting to manage their supply risk through 
long-term purchasedpower contracts, power trading activities, and/or the retention of their former 
regulated generating facilities (CT, IL, MD, OH, and PA). 

Other utilities in DE, ME, MA, NH, NJ, NE OR, U, TX; and WA have been authorized to 
implement new power cost recovery mechanisms that flow through wholesale price adjustments on a 
timely basis, and essentially leave the utility with reduced or minimal exposure regarding its wholesale 
power purchases. Yet, other companies, mostly those that continue to operate under traditional 
regulation, have maintained their FACs (AL, AR, CO, FL, GA, Hl, ID, IN, U ,  KS, KE LA, m, MS, 
MO, NV, NC, ND, OK, SC, SO, TN, WA, Wl, WY). Finally, there are a handful of haditionally 
regulated states (‘0, UT, VT) in which FACs are prohibited. Utilities operating in those jurisdictions 
have always been, and continue to be, at risk forJuctuations in fuel andpurchasedpower costs 
between rate cases. 

In this study, we indicate the current policy in each jurisdiction with respect to recovery of 
wholesale power supply costs and fuel expenses. Table I on page 1 provides a summary of each 
state’s progress towards electric industry restructuring, as indicated by our “Tier Classification,” as 
defined in our October 20,2005 Special Report entitled Electric Industry Restructuring Update; e.g., 
Tier 1 includes those states where retail access is in place, and Tier 3 includes the states where no 
substantive restructuring activity is underway. (That report is revised weekly on our website www.rrcL- 
focus. corn.) The table also indicates the predominant treatment regarding rate caps and energy-cost 
pass-through mechanisms. In the text that follows, we include a state-by-state discussion that expands 
upon the information provided in this table. The discussions provide details regarding any rate freeze 
or cap, and specific recovery/pass through mechanism outside of a general rate case for energy costs 
that differ from those reflected in base rates. We note whether a state has been through the 
restructuring process, and discuss, where applicable, how cost recovery may be affected by: divestiture 
of generation assets; the extent to which the utilities maintain the obligation to be the energy provider- 
of-last resort (POLR) the recoverability of the energy costs for POLR supply; and, the efforts of the 
utilities’ to hedge wholesale market risk by securing long-term power at contracted prices, or other 
means. 

Alabama 

The state’s only major investor-owned electric utility, Southern Company (SO) subsidiary Alabama 
Power, utilizes an Energy Cost Recovery System, known as Rate ECR. Rate ECR may not be changed 
more than once every three months and then only after hearings have been conducted. Rate ECR is 
established on the basis of estimates of sales, fuel, and net purchased energy costs for three future months. 
and reflects accumulated over- or under-recovered amounts. The ECR also permits recovery of specific 
costs associated with purchases of natural gas for use at electric generating facilities, including the cost of 
financial tools used for hedging market price risk of up to 75% of the budgeted annual amount of natural 
gas purchases. Alabama Power may not engage in natural gas hedging activities that extend beyond a 
rolling 42-month window. Also, the premiums paid for natural gas financial options may not exceed 5% of 
the company’s natural gas budget for that year. Alabama Power is permitted to recover the fixed costs 
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associated with Alabama Public Service Commission-certified plant additions and long-term purchased 
power contracts through its Certificated New Plant adjustment clause (Rate CNP). 

0 
Arizona 

General Policy--The Arizona Corporation Commission (ACC) is authorized to approve the use of 
purchased power and fuel adjustment clauses, but until recently, these clauses were not in use. As per the 
ACC’s electric industry restructuring rules, all customers became eligible for retail competition on 
January 1, 200 1 ; however, there are no retail competitive providers in the state. Existing generation owned 
by the regulated utilities continues to be traditionally regulated. UniSource Energy (UNS) subsidiary 
Tucson Electric Power (TEP) is operating under a total rate freeze that extends to year-end 2008, and 
therefore, the company is not permitted to adjust rates for changes in fuel and purchased power costs. 
Pinnacle West Capital (PNW) subsidiary Arizona Public Service (APS) was permitted to establish a Power 
Supply Adjustor (PSA), as per a March 2005 rate case decision (see below). 

Companv-Specific Discussion 

Arizona Public Service--APS was permitted to implement a PSA to reflect differences in fuel and 
purchased power costs versus those reflected in base rates beginning on the effective date of the company’s 
March 2005 rate order (April 7, 2005). The PSA is to be in place for a minimum of five years. The ACC 
determined that fuel costs incurred in 2005 prior to the effective date of the decision would not be eligible 
for recovery. The Commission adopted limitations on the PSA, such that the amount of net fuel and 
purchased power costs that can be used to calculate the annual PSA will be limited to $776.2 million. Any 
fuel or purchased power costs in excess of $776.2 million would not be recoverable from ratepayers. Base 
rates are to reflect $0.020743 per kWh for fuel and purchased power. The PSA rate was initially set at zero, 
and is to be adjusted annually each April 1, beginning in 2006. The PSA includes an incentive mechanism 

would be allocated to the company. Changes in the PSA are to be limited to $0.004 per kWh over the life 
of the PSA. Any additional recoverable or refundable amounts would be recorded in a balancing account. 
If the balancing account reaches plus or minus $50 million, APS could file for ACC approval of a 
surcharge (or credit) to amortize the balance over a period of time to be determined by the ACC, but in no 
event may the balance exceed $100 million. All benefits associated with off-system sales are to flow to 
ratepayers via a credit to the PSA balance. On July 25,2005, APS filed a petition with the ACC for a PSA 
surcharge of $0.00177 per kWh, or 2.2%, under which the company would collect $100 million of 
unrecovered fuel and purchased power costs over a two-year period, November 1,2005 to October 3 1, 
2007. 

0 whereby 90% of any costs or savings relative to the base level would be allocated to customers and 10% 

Tucson Electric Power--TEP is operating under an agreement that provided for 1 % price reductions 
for all customers to be implemented effective July 1, 1999 and July 1, 2000, followed by a price cap 
through 2008. Discussions are underway regarding the rate plan to be in place for TEP beginning in 2009 
(FN 6/17/05). 

Arkansas 

Utilities recover all fuel and purchased power costs through an Energy Cost Recovery Rider 
(Rider ECR). Rider ECR is calculated annually, reflecting the actual cost experience in the previous 
calendar year. Fuel cost changes are subject to a two-month lag. 



RRA-REGULATORY FOCUS -4- October 3,2005 

California 

With the advent of electric industry restructuring, the utilities’ Energy Cost Adjustment Clauses 
were eliminated in January 1998. However, in conjunction with the state’s general return to a traditional 
regulatory framework, effective January 1 , 2003, electric utilities, as required by statute, established a 
balancing account, the Energy Resource Recovery Account (ERRA). The ERRA is designed to track and 
allow recovery of the difference between the recorded procurement revenues and actual costs incurred 
under each utility’s procurement plan, excluding the costs associated with the Department of Water 
Resources (DWR)-allocated contracts and certain other items. The PUC must review the revenues and 
costs associated with each utility’s electricity procurement plan at least semi-annually and adjust retail 
electricity rates or order refunds, as appropriate, when the aggregate over-collections or under-collections 
exceed 5% of the utility’s prior-year electricity procurement revenues, excluding amounts collected for the 
DWR. The ERRA is to continue for the length of a resource commitment or 10 years, whichever is longer. 

Colorado 

Public Service Colorado (PSCO)--PSCO’s fuel and purchased energy costs are recovered through 
an incentive-based electric commodity adjustment (ECA) that is to be in effect through 2006. The ECA 
provides for the first $15 million above or below the PUC-established ECA base level to be allocated 50% 
to retail customers and 50% to shareholders. The next $15 million above or below the ECA base is to be 
allocated 75% to retail customers and 25% to shareholders. Any changes in costs approved by the 
Colorado Public Utilities Commission (PUC) that exceed $30 million are to be recovered from, or flowed 
through to, retail customers. Under the ECA, the maximum profit or loss to be absorbed by PSCO in any 
one year would be $1 1.25 million. PSCO is required to file an application by April 1, 2006, to address 
regulatory treatment of fuel and purchased energy expenses beyond December 3 1,2006.- 

Aquila (1LA)--1LA is also subject to an ECA under which all fuel and energy cost differences from 
ILA‘s energy cost rates are to be fully recovered from, or credited to, customers. ILA is required to file an 
application by July 1,2006, to continue the ECA beyond 2006, or to implement a new ECA clause. 

Connecticut 

Prior to electric industry restructuring, UIL Holdings Corp. (UIL) subsidiary United Illuminating 
(UI) and Northeast Utilities (NU) subsidiary Connecticut Light & Power (CL&P) utilized adjustment 
clauses to reflect changes in fuel and purchased power costs between rate cases. Following enactment of 
electric industry restructuring law in 1998, full retail competition was phased in by July 1, 2000. The law 
required each electric utility to provide standard offer service (SOS) through 2003 at a rate 10% below 
December 31, 1996 base rate levels. The law provides for adjustments to the SOS rate to reflect legislative 
or accounting changes, or “extraordinary and unanticipated expenses.” Subsequent restructuring legislation 
(Senate Bill [SB] 733) enacted in 2003 permits the use of an energy adjustment clause to reflect changes in 
the transitional standard offer (TSO) rate. SB 733 extended by three years until December 3 1, 2006, the 
requirement that utilities provide SOS (renamed TSO effective January 1, 2004). The rate for TSO is not 
to exceed the utilities’ December 3 1, 1996 rates. However, if energy supply costs vary from the levels 
established in the TSO rate, such variations are to be recovered through the energy adjustment clause or 
through a federally mandated congestion cost charge. These charges would not be subject to the cap. 

Delaware 

Electric restructuring legislation enacted in 1999, which required the implementation of retail 
competition, eliminated the Electric Fuel Adjustment (EFA). As per a settlement approved by the 
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Delaware Public Service Commission (PSC) in conjunction with the proposed merger of former Delmarva 
Power & Light (DP&L) parent Conectiv and Potomac Electric Power to form Pepco Holdings (POM), 
DP&L’s rates are capped through May 3 1,2006 with certain exceptions. DP&L may file for a rate increase 
if fuellpurchased power costs exceed 115% of those reflected in the capped rates. (No such filings have 
been made to date.) The company has divested its base load generation facilities, while retaining certain 
peaking and intermediate plants. DP&L has entered into long-term contracts to purchase the divested 
plants’ output, at market-based rates, through 2005. In addition, the company may, following PSC 
approval, increase rates to reflect increases in Federal Energy Regulatory Commission approved 
transmission charges. On June 22, 2004, the PSC approved a $12.4 million rate increase for DP&L to 
reflect increased costs associated with the company’s participation in PJM. On May 5,2005, DP&L filed 
for a $6.1 million transmission-related increase (FN 5/20/05). The PSC has determined that upon the 
conclusion of the restructuring transition period, the power to meet provider-of-last resort needs will be 
acquired through a competitive bid. A proceeding is pending in which the PSC is addressing the design of 
the competitive bid process (FN 8/12/05). 

District of Columbia 

Pepco Holdings (POM) subsidiary Potomac Electric Power (Pepco) is the only major 
investor-owned utility operating in the District. Fuel and purchased gas adjustment clauses are 
permitted by law. However, with the onset of electric retail competition, effective January 1,2001, 
Pepco’s rates were capped through February 8,2005, and the FAC was eliminated. Pepco divested its 
generation assets, and the agreements that accompanied the asset divestiture included contracts under 
which the company was able to purchase power to supply POLR service for four years at rates that 
were below Pepco’s cost of production prior to the divestiture through the end of the rate cap period. In 
accordance with rules promulgated in 2004, since the February 8, 2005 expiration of the restructuring 
transition period, Pepco has continued to supply standard offer service (SOS) to customers who are not 
served by a competitive provider, with the power to meet SOS requirements procured through annual 
customer-class specific competitive wholesale bids. Retail prices paid by SOS customers reflect: the 
weighted average of the contract prices for the relevant customer group, plus Federal Energy 
Regulatory Commission-approved transmission costs; any applicable Pennsylvania-New Jersey- 
Maryland-related charges; an administrative charge; and, applicable taxes (FN 12/3/04). 

’ 

Florida 

Florida utilities use a Fuel and Purchased Power Cost Recovery Clause. The clause, which provides 
for levelized monthly billing charges, is based upon 12-month projections of fuel costs and sales, and is 
reviewed annually. Intermediate adjustments are permitted if a difference of plus or minus 10% develops 
between projected and actual costs. Interest is accrued on both over- and under-recovered balances. 
Included in the clause is a Generating Performance Incentive Factor, which provides a financial reward or 
penalty when a company‘s base load generating units’ availability and heat rate vary from targets approved 
by the Florida Public Service Commission (PSC). The maximum reward or penalty is limited to a 
25-basis-point ROE spread. The PSC has ruled that the capacity component of purchased power costs must 
be recovered on a demand basis, as opposed to a kWh-usage-basis, for each utility subsequent to its next 
base rate case. The PSC generally requires market-based pricing of coal purchased from an affiliate. 

Georgia 

The state’s major investor-owned electric utilities, Southern Company (SO) subsidiaries Georpia 
Power and Savannah Electric and Power, utilize non-automatic fuel adjustment mechanisms; hearings are 
required before increases are implemented. Electric fuel rates are based on estimated sales and fuel costs, 
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and any balance of previously unrecovered fuel costs is considered in setting new rates. The energy portion 
of purchased power transactions is recovered through this mechanism; the capacity component is recovered 

Power to implement a natural gas and oil procurement and hedging program, permitting the company to use 
financial instruments. The PSC limited the program in terms of time, volume, dollars, and physical 

recovery clause. Annual net financial gains from the hedging program are to be shared, with retail 
customers receiving 75% and Georgia Power retaining 25% of any gains. 

through base rates. In January 2003, the Georgia Public Service Commission (PSC) authorized Georgia 
. 

I amounts hedged. The costs of the program, including any net losses, are recovered through the fuel cost 

Hawaii 

Automatic FACs are in place for the state’s electric utilities. The clauses are adjusted monthly for 
changes in fuel and the fuel component of purchased power, and for variations from the forecasted 
generation mix. Purchased power capacity costs and the operation and maintenance expense component of 
energy costs associated with fossil-fueled plants are recoverable through base rates. The Hawaii Public 
Utilities Commission may impose a surcharge on utility rates for recovery of capacity costs under 
purchased power contracts with non-fossil fuel (Le., geothermal, wind) producers. 

Idaho 

General Policy--Electric power cost adjustments (PCA) mechanisms are utilized by Avista 
Corporation (AVA) and Idaho Power (IP). IP is a subsidiary of Idacorp (IDA) and AVA is doing business 
as Avista Utilities. Both companies rely heavily on hydro-electric generation and the PCAs are adjusted in 
accordance with water conditions, as well as wholesale fuel and power market fluctuations. Legislation 
enacted in 2001 permits electric and gas utilities to seek PUC approval to issue energy cost recovery bonds 

Commission has not authorized the use of such bonds despite such a request by IP in 2002. 
0 to moderate the impact of power cost increases on customers. To date, the Idaho Public Utilities 

Companv-Spe ci fic Discuss ion 

Avista Corporation--AVA’s PCA enables the company to defer, in a balancing account, the 
difference between actual power costs and costs based on normalized stream flow conditions. If the total 
balancing account reaches $2.2 million above or below normal, a surcharge or rebate is implemented. 

Idaho Power--1P‘s PCA provides for annual rate adjustments to reflect 90% of the cost variations 
associated with water supply for hydro-electric production, wholesale energy prices, and retail load 
changes. Adjustments are based on forecasts of net power supply costs and a true-up of the prior year’s 
forecast. 

PacifiCorp does not operate under a PCA. However, as part of the company’s last rate case decided 
in August 2005, the PUC Staff and PacifiCorp agreed to initiate discussions to consider a PCA mechanism. 

Illinois 

Electric industry restructuring legislation enacted in 1997, which required the phase-in of retail 
generation supplier choice by May 1, 2002, permitted the utilities to elect to discontinue their FACs, with a 
representative amount of fuel/purchased power costs to be rolled into base rates, as determined by the 
Illinois Commerce Commission (ICC). If the representative amount determined by the ICC was 
unacceptable to the company, the utility could opt to retain the FAC. Exelon (EXC) subsidiary 
Commonwealth Edison (ComEd), and Ameren (AEE) subsidiaries AmerenCIPS, and AmerenCILCORP 
(formerly Central Illinois Light), and AmerenIP (formerly Illinois Power) elected to eliminate their FACs. 
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MidAmerican Energy, which is owned by a private consortium, has retained its FAC. The FAC is 
automatically adjusted each month based on fully-forecasted fuel and the demand component of purchased 
power costs for the prospective month, and to correct for over-/under-recoveries the second prior month, 
with no carrying charges on the unamortized amounts. For a utility that retains its FAC, the ICC conducts 
annual investigations to examine the prudence of the utility’s fuel procurement practices, with refunds 
required of any imprudently incurred costs. 

The law requires the incumbent utility to retain POLR obligations through 2006, the end of the 
competition transition period, with rates subject to a cap during that period. Proceedings are pending in 
which the ICC is addressing proposals by ComEd and the AEE companies to procure the power to meet 
their POLR obligations beginning in 2007 via wholesale competitive bids. Under the companies’ plans, 
retail price paid by customers served under POLR rates would be equal to the prices contained in the 
winning bids, plus ancillary and other costs of providing the service. The proceedings have become 
contentious, as the Attorney General, the Citizen’s Utility Board, and the Governor oppose the plans 
(FN 9/2/05). 

Indiana 

General Policy--Electric utilities may adjust rates for changes in fuel and purchased power (energy 
component only) costs every three months, following hearings, through the FAC. By law, the Indiana 
Utility Regulatory Commission (URC) may not approve a revised FAC if it will result in a utility earning a 
return in excess of its last authorized return. The “relevant period” for the earnings test is the longer of the 
preceding five-year period or the time that has elapsed since the company’s last base rate case. The FAC is 
based on estimated costs of fuel and purchased power for a future three-month period, with an additional 
factor to provide for over- or under-recoveries caused by variances between estimated and actual costs in 
the previous three-month period. No carrying charges accrue on either over- or under-recoveries. The 
adjustment factor may be modified more frequently than every three months under emergency 
circumstances. 

Company-Specific Discussion--For the summer months of 2000 through 2003, Cinergy (CIN) subsidiary 
PSI Energy (PSI) recovered 90% of purchased-power capacity/demand charges through a tracker 
mechanism, with the fuel component of purchased power recovered through the FAC. The recoverable 
purchased power costs were offset by profits from off-system sales of electricity generated by PSI facilities. 
In May 2004, the URC adopted the company’s proposal to recover 100% of demand charges incurred 
during the summer months through a new tracker, the Summer Reliability Tracker, with the fuel component 
of purchased power to be recovered through the FAC. Additionally, the URC ordered PSI to equally share 
with ratepayers off-system sales profits that differ from the $14 million reflected in the company’s revenue 
requirement. 

Iowa 

General Policy--Energy adjustment clauses (EACs) are modified monthly based on forecasted fuel and 
purchased power costs for two months. The capacityldemand portions of purchased power are recovered 
through base rates. Under- or over-recoveries are deferred and are chargedkredited to customers in the 
succeeding month. 

Conipanv-Specific Discussions 

MidAmerican Energy (ME)--In conjunction with implementation of an alternative regulation plan, ME’S 
EAC was eliminated in 1997, and a “representative” EAC revenue level was rolled into base rates. ME 
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may seek Iowa Utilities Board approval to reinstate the EAC after 20 1 1. ME is a subsidiary of 
MidAmerican Energy Holdings, which is privately owned. , o  

0 

I 

0 

Kansas 

Kansas law permits the use of energy cost adjustment (ECA) clauses to account for fuel and 
purchased power expenses; until recently, however, Aquila Networks-WPK was the only utility that 
utilized an ECA. On August 5, 2005, the Kansas Corporation Commission (KCC) authorized the use of an 
ECA for Kansas City Power & Light (KCP&L), as part of a comprehensive capital investmenb‘regulatory 
plan. On April 29,2005, in the context of a pending rate case, Empire District Electric (EDE) proposed 
implementing an ECA. On May 2, 2005, in the context of a pending rate case, Westar E n e r n  North 
(WEN) and Kansas Gas & Electric (KG&E), d/b/a Westar Energy South, proposed to implement a fuel 
adjustment clause (essentially an ECA). Decisions in these cases are expected by year-end 2005. KCP&L 
is a subsidiary of Great Plains Energy (GXP) and WEN is a division of, and KG&E is a subsidiary of, 
Westar Energy (WR). Recovery of fuel and purchased power costs for the utilities that do not use the ECA 
mechanism is addressed in the context of rate cases. The ECA is calculated monthly based on projected 
fuel and purchased power costs for that month, with any under-/over-recoveries reflected in the subsequent 
month. Penalties may be imposed if actual costs exceed projections for three consecutive months. In 2002, 
the KCC initiated an investigation into the prudence of fuel and purchased power contracts entered into by 
the jurisdictional electric utilities, and subsequently ruled that a utility utilizing an ECA must annually 
discuss fuel planning and purchasing practices with the KCC Staff. The KCC also indicated that fuel 
contracts should be competitively bid whenever possible. Any contracts awarded after a competitive 
bidding process that has been endorsed by the Staff will be considered by the KCC to have a “presumption 
of reasonableness.” Any contract longer than one month that is not competitively bid must receive KCC 
approval before the effective date. 

Ken tu ckv 

General Policv--Fuel and purchased power (energy only) costs are recovered through automatic adjustment 
clauses. Adjustments are implemented monthly based on actual costs for the second preceding month 
(producing a two-month lag), with an under- or over-recovery mechanism included in the clause. 
Incremental replacement power cost increases resulting from forced outages cannot be recovered through 
the clause. Hearings are held every six months to examine procurement and other practices related to fuel 
and purchased power cost recovery, with adjustments to correct for any costs that the Kentucky Public 
Service Commission (PSC) determines are unjustified. Additional proceedings are conducted every two 
years to evaluate the operation of the clause and to set the level of such charges to be included in base rates. 

Company-Specific Discussion 

Union Light, Heat & Power (ULH&P) has historically purchased power from its parent, Cincinnati 
Gas & Electric (CG&E), under purchased power agreements (PPAs) approved by the PSC, and ULH&P 
recovered its purchased power costs through a fuel adjustment clause. On June 17,2005, the PSC 
authorized ULH&P to acquire 1,105 mWs of generation capacity from CG&E. The company’s PPA with 
CG&E will be terminated upon completion of the transfer, and CG&E and ULH&P are expected to enter 
into a PPA for back-up power. The transaction is expected to be revenue-neutral for ULH&P. CG&E is a 
subsidiary of Cinergy (CIN). 

Louisville Gas & Electric (LG&E), Kentucky Utilities (KUT), and Kentucky Power (KP) operate 
under the generic mechanism described above. LG&E and KUT are subsidiaries of LG&E Energy, a 
wholly-owned affiliate of E.ON AG (EON), and KP is a subsidiary of American Electric Power (AEP). 
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Louisiana 

Fuel and purchased power (energy only) costs are recovered through the FAC. The demand 
component of purchased power costs related to “economy” purchases (entered into by a company 
when the price of purchased power is below the cost of the company’s own generation) may also be 
recovered through the FAC. Monthly filings are required for implementation of changes in the 
adjustment factor. The major utilities accrue over- or under-recoveries, with the bulk of the 
accumulated balances refundedhecovered over subsequent 12-month periods. For certain utilities, the 
Louisiana Public Service Commission (PSC) requires that revenues related to off-system sales be 
recognized through the FAC. The PSC may audit a utility’s fuel and purchased power acquisition 
practices, and if the Commission determines that the charges passed through the FAC were 
unreasonable, refunds may be required. 

0 

Maine 

FACs are no longer utilized. Retail choice for all electric consumers began in 2000, and the 
utilities were required to divest generation. By law, the utilities were required to provide standard offer 
service until March 1,2005, with power providers selected through a bidding process. The utilities 
continue to do so, and it is assumed that SOS will continue indefinitely. In Maine, SOS is a full 
requirements, retail power supply that is procured and priced through a PUC-conducted competitive-bid 
process. The full cost of standard offer service is recovered from ratepayers. 

Maryland 

General Policy--Historically, electric utilities were permitted to recover fuel and the energy portion of 
purchased power costs through the electric fuel rate (EFR); however, the EFR was eliminated effective 
July 1, 2000, coincident with the legislatively mandated implementation of competition for the provision of 
electric supply. In accordance with the law, the Maryland Public Service Commission (PSC) approved a 
competition transition plan for each investor-owned utility (IOU) that requires the provision of POLR 
service for a specified period at capped rates. 

0 

In 2003, the PSC adopted an agreement under which the IOUs are to retain the POLR obligation 
and to offer standard offer service (SOS) to customers who do not select an alternative generation supplier 
for varying periods beyond the end of the initial company-specific transition periods. The power to meet 
the extended SOS obligations is to be obtained via customer-class-specific competitive bids. Prices paid by 
SOS customers include: the weighted average price of the winning bid portfolio relevant to their customer 
class; retail charges designed to recover Federal Energy Regulatory Commission-approved transmission 
charges and any other Pennsylvania-New Jersey-Maryland Regional Transmission Organization charges; 
applicable taxes; and: an administrative charge, which will vary by customer class, and is to include a 
“return” to be retained by shareholders. An hourly-priced, non-residential service option will also be 
offered, with the power to provide such service obtained at the IOU’s discretion. 

Company-Specific Discussion 

I 
I 

Potomac Edison (PotEd)--Under its initial restructuring plan Allegheny Energy (AYE) subsidiary 
PotEd was to offer SOS to residential customers through December 3 1, 2008, and to commercial/industrial 
customers through December 3 1, 2004. PotEd transferred its generation assets to a non-regulated 
subsidiary at book value in 2000, and entered into a contract with the affiliate to obtain the power to meet 
the aforementioned POLR obligations. Under the 2003 POLR order, PotEd will continue to provide SOS: 
to residential customers through December 3 1, 20 10; to Type 1 non-residential (small commercial) 0 
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customers through December 3 1,2008; to Type 2 (large commercial) customers through December 3 1, 
2006; and, to Type 3 non-residential (large industrial) customers through December 3 1 , 2005. 

Baltimore Gas & Electric (BGEl--Constellation Energy (CEG) subsidiary BGE transferred its 
generation assets to an unregulated affiliate at book value in 2000. BGE’s POLR responsibility initially 
extended through June 30, 2006, for residential customers, and to June 30,2004, for most non-residential 
customers. The power to serve POLR load was acquired from BGE’s generation affiliate through June 30, 
2003. BGE’s power marketing affiliate, Constellation Power Source, is to provide BGE’s residential 
POLR needs through June 30,2006. The PSC’s April 2003 order requires BGE to continue to provide 
SOS: to residential customers through May 3 1, 2012; to Type 1 customers through May 3 1, 2008; to Type 
2 customers through May 3 1,2006; and, to Type 3 customers through May 3 1,2005. Type 3 POLR 
customers are now served at market-based prices set at BGE’s discretion. 

Delmarva Power & Light (DP&L)--Pepco Holdings (POM) subsidiary DP&L was authorized to 
divest its base load generation assets, but retained certain intermediate and peaking units. For the most 
part, DP&L entered into long-term contracts to purchase the divested plants’ output from the new owners to 
serve its POLR requirements through 2005. Initially, DP&L’s POLR responsibility was to extend to 
June 30,2004 for residential customers and June 30,2003 for non-residential customers. The PSC’s 2003 
order requires DP&L to continue to provide SOS: to residential customers through May 31,2012; to 
Type 1 customers through May 3 1,2008; to Type 2 customers through May 3 1,2006; and, to Type 3 
customers through May 3 1, 2005. Type 3 POLR customers are now served at market-based prices set at 
DP&L’s discretion. 

Potomac Electric Power (Pepco)--POM subsidiary Pepco was initially required to retain POLR 
responsibility through July 1,2003. Pepco divested most of its generation assets. However, the sales 
agreements included contracts under which Pepco could purchase power to supply POLR service for four 
years through 2004, at prices that are below Pepco’s previous cost of production, and the restructuring plan 
permits Pepco to retain a portion of the benefit if the cost of power acquired to meet POLR needs is less 
than that reflected in the capped rates. The PSC’s 2003 order requires Pepco to continue to provide SOS: 
to residential customers through May 31,2012; to Type 1 customers through May 31,2008; to Type 2 
customers through May 3 1 , 2006; and, to Type 3 customers through May 3 1,2005. Type 3 POLR 
customers are now served at market-based prices set at Pepco’s discretion. 

Massachusetts 

Pursuant to 1997 electric industry restructuring legislation, quarterly fuel and purchased power 
adjustments were eliminated in 1998, coincident with the start of retail competition. Restructuring orders 
adopted by the Massachusetts Department of Telecommunications and Energy (DTE) for most of the 
utilities allowed for the rates of standard offer service (SOS), which was available from 1998 through 
February 2005 to customers that did not select a competitive supplier as of March 1, 1998, to include an 
SOS fuel adjustment (SOSFA) to reflect adjustments in the market prices of oil and natural gas. Customers 
who do not choose a competitive supplier now receive basic service from third-party suppliers through 
competitive bid. Electric utilities have been charging market-based rates for default service since 
January 1 , 2001. Massachusetts Electric (ME), Boston Edison (BE), Cambridge Electric Light (CEL), 
Commonwealth Electric Company (CEC), and Fitchburn Gas & Electric (FG&E) periodically adjust their 
SOS rates to reflect fuel cost variations. ME is a subsidiary of National Grid USA, which is a subsidiary of 
National Grid Group (NGG). FG&E is a subsidiary of Unitil Corporation (UTL). NU subsidiary Western 
Massachusetts Electric (WMECO) has not utilized a SOSFA, as the DTE has directed the company to set 
its SOS price for each year at the wholesale price identified through the SOS solicitation. 
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Michigan 

0 As a result of electric industry restructuring and the mandated electric rate freeze and subsequent rate 
caps, the power supply cost recovery (PSCR) clause was frozen and suspended through December 3 1, 
2003 for Consumers Energy (CE) and Detroit Edison (DE). Thereafter, rates for small commercial 
and industrial customers were capped through year-end 2004, and residential customer rates are 
capped through year-end 2005. In 2003, the PSC ordered DE to reinstate its PSCR at then-current 
prices, effective January 1,2004. Reinstatement of the clause using then-current fuel and purchased 
power costs reduced that component of DE’S revenue requirement by $126 million. Also effective 
January 1,2004, CE reinstated its PSCR for customers whose rates were no longer frozen or capped 
as of that date, i.e., large industrial and commercial customers. CE’s reinstating of the PSCR 
increased rates to these customers by $30 million in 2004. 

The PSCR clause requires utilities to annually file projected costs prior to the beginning of a 
12-month period, and a PSCR supply factor is established at the beginning of the 12-month collection 
period. Annual reconciliation proceedings are required. Carrying charges are accrued on 
over-collections at the higher of the short-term borrowing rate or the authorized ROE for the utility, 
with under-recoveries permitted to accrue interest at the short-term borrowing rate. Full recovery of 
prudently expended amounts is required. The capacity and energy components of purchased power 
costs are recoverable through the PSCR clause. CE is a subsidiary of CMS Energy (CMS) and DE is 
a subsidiary of DTE Energy (DTE). 

Minnesota 

Automatic electric FACs are permitted. For most electric utilities, the FAC is adjusted monthly 
with a two-month lag. For Xcel Energy (XEL) subsidiary Northern States Power, the PUC permits a 
forecasted fuel clause that projects monthly costs and provides for a true-up to actual costs. Generally, only 
the energy component of purchased power flows through the FACs; the capacity component must flow 
through base rates. However, the entire payment for wind power is flowed through the FAC. In April 
2005, the PUC authorized the state’s electric utilities to recover through their FACs, on an interim basis and 
subject to refund with interest, “Day 2 Market” costs incurred by the companies as a result of their 
membership in the Midwest Independent System Operator (MISO). Day 2 Market costs are costs related to 
the MISO’s implementation of a competitive wholesale electricity market, including locational marginal 
pricing and financial transmission rights. 

Mississippi 

component of purchased power recovered through the fuel clause, and the capacity component recovered in 
base rates. Both Entergy (ETR) subsidiary Entergy Mississippi (EM) and Southern Company (SO) 
subsidiary Mississippi Power (MP) have a levelized fuel adjustment based upon projected fuel use and 
costs with a provision for the reconciliation of over- and under-recoveries. MP’s fuel adjustment is set for 
a 12-month period, while EM’S is adjusted quarterly. The PSC must conduct an annual audit of all fuel 
purchases and interchange contracts, and submit an annual report to the Legislature. EM and MP may 
recover emissions allowance expenses through their fuel clauses. h4€’ also has a separate energy cost 
management clause to recover fuel hedging gains, losses, and expenses. 

Mississippi Public Service Commission (PSC) rules provide for automatic FACs, with the energy 
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Missouri 

General Policy--On July 14, 2005, legislation was enacted that permits the state’s utilities to apply for 
Missouri Public Service Commission (PSC) approval, beginning in January 2006, to utilize fuel and 
purchased power cost recovery mechanisms. The legislation allows such applications within the context of 
a general rate case or complaint proceeding. 

Co mpany-Spe cific Discuss ion 

Empire District Electric (EDEr--On March 10,2005, the PSC authorized EDE to implement a three- 
year Interim Energy Charge (IEC) that will permit the company to recover $8.2 million annually from 
ratepayers, subject to refund, to reflect the impact of changes in fuel and purchased power costs between 
rate cases. The IEC is premised upon a $125 million-$135 million range for EDE’s total energy expenses 
(approximately $102.5 million-$110.7 million Missouri-jurisdictional). The IEC provides for limited 
refunds to be made if actual total energy costs fall below the upper-end of the range. EDE is at risk for 
costs above the range. 

Aquila Networks-MPS (MPS)/Aquila Networks-L&P (L&P)--In April 2004, the PSC authorized 
M P S  and L&P to implement, for two years, 0.3057$ and 0.1336$ per-kWh surcharges to recover energy 
costs in excess of those in base rate revenue. The surcharge revenue is subject to refund, pending a 
prudence review. On May 24,2005, in the context of a rate proceeding, MPS and L&P proposed to 
implement fuel and purchased power cost recovery mechanisms, as permitted under recently-enacted 
legislation. A decision is expected in April 2006. 

Montana 

Legislation was enacted in 2003 amending Montana’s then-existing electric industry restructuring 
law (enacted in 1997) by delaying the implementation date for full retail competition to July 1, 2027 from 
July 1,2007. Northwestern Energy (NWE), which sold most of its generation assets in 1999 and has 
entered into contracts with competitive suppliers to serve default customers, is to remain the POLR for 
generation service through July 1, 2027. The company is authorized by the Montana Public Service 
Commission to recover “prudently incurred” electric supply costs for POLR customers through a cost 
recovery mechanism that is adjusted monthly. NWE, formerly known as Montana Power, is a subsidiary of 
Northwestern Corporation (NOR). 

Nevada 

Sierra Pacific Resources (SRP) subsidiaries Nevada Power Companv (NPC) and Sierra Pacific 
Power (SPP) operate under a deferred energy cost recognition procedure, under which changes in fuel and 
purchased power costs are accrued for consecutive 1 2-month7periods. After each 12-month period, the 
utility initiates a deferred energy rate case, which is designed to recover approved deferred fuel and 
purchased power costs generally over a 12-to-36-month period. Also as part of the proceeding, a new rate 
for ongoing fuel and purchased power costs, referred to as the base tariff energy rate (BTER), is 
established. By law, the Nevada Public Utilities Commission (PUC) may not allow recovery of any costs 
for fuel or purchased power that were the result of any imprudent practice or transaction. Costs eligible for 
recovery include all expenses incurred to purchase fuel, capacity, and energy, as well as the carrying 
charges on the deferred balances. New regulations adopted in 2005 permit semi-annual deferred energy 
applications “if the net change in revenue necessary to clear the change in the deferred energy account 
balance at the end of the six-month period exceeds plus or minus 5 percent of the total revenue at the last 
authorized rates for fuel for electric generation and purchased power or purchased gas.” Deferred energy 
proceedings in 2002 and 2003 were contentious. In fact, the disallowance of deferred energy costs, 
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particularly those disallowed for NPC, has been the primary factor negatively affecting the company’s 

~ New Hampshire 
Historically, fuel and purchased power adjustment clauses (FPPAC) have been permitted. As part 

of an electric industry restructuring agreement adopted by the New Hampshire Public Utilities Commission 
(PUC) in accordance with 2000 electric industry restructuring legislation, Northeast Utilities (NU) 
subsidiary Public Service New Hampshire (PSNH) eliminated the FPPAC in May 200 1, upon the 
implementation of competition. In 2002, the PUC approved recovery of $105 million of the company’s 
final FPPAC deferrals incurred through April 30,2002, through the stranded cost charge. Since May 200 1, 
fuel and purchased power costs that are in excess of those reflected in the transition and default service 
charges are collected through PSNH’s stranded cost recovery charge. 

New Jersey 

Historically, the utilities were permitted to reflect variations in fuel and purchased power costs 
through the Levelized Energy Adjustment Clause (LEAC), following approval by the New Jersey Board of 
Public Utilities (BPU). The LEAC was suspended in 1999, with the onset of electric retail competition. In 
accordance with the state’s restructuring law, the investor-owned utilities (IOUs) were required to provide 
basic generation service (BGS) to customers who decline to select an alternative provider, at capped rates 
through July 3 1,2003, with the BPU authorized to allow such service to be competitively provided 
thereafter. Through July 3 1,2002, FirstEnergy (FE) subsidiary Jersey Central Power & Light (JCPL), 
Pepco Holdings subsidiary Atlantic City Electric (ACE), and Orange & Rockland Utilities (ORU) 
subsidiary Rockland Electric (RE) were permitted to defer the differences between the actual cost of 
providing BGS and the costs reflected in BPU-approved BGS rates. (ORU is a subsidiary of Consolidated 
Edison [ED]). In 2001, the BPU approved the IOUs’ proposal to hold a statewide competitive procurement 
auction in February 2002 to select suppliers to provide up to 18,000 mW to serve BGS customers under 
one-year contracts (August 8, 2002-July 3 I ,  2003). The IOUs, including Public Service Enterprise Group 
(PEG) subsidiary Public Service Electric & Gas (PSEG), were permitted to defer the differences between 
the winning bids and the BGS prices set by the BPU in each IOU’s 1999 restructuring order. Recovery of 
the deferred balances was addressed in conjunction with each IOU’s post-restructuring-transition 
distribution rate case. For details on these cases refer to the following Final Reports: May 17, 2004 
(PSEG); May 26,2004 (JCPL); July 12.2004 (ACE); and, May 12,2004 (RE). In 2002, the BPU approved 
a multi-period auction process for the IOUs to procure the power to meet BGS needs beginning August 1, 
2003, with retail BGS prices from that date forward to reflect the auction results, thereby obviating the need 
for deferrals. Such auctions are conducted annually. 

New Mexico 

General Policy--New Mexico Public Regulatory Commission (PRC) rules provide for automatic fuel and 
purchased power cost adjustment clauses (FPPCACs). According to PRC rules, the FPPCAC for an 
electric utility is calculated monthly (a variance from monthly reporting may be sought), and includes a 
balancing account in which there is approximately a two-month collection lag. A utility is required to 
reapply for continuation of an FPPCAC every two years, at which time a comprehensive review of the 
clause is undertaken. Retail generation continues to be regulated, as the state’s restructuring law was 
repealed in April 2003. 
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Companv-Specific Provisions--PNM Resources (PNM) subsidiary Public Service Company New Mexico’s 
(PSNM’s) FPPCAC was eliminated in 1994 following a stipulation, and the company is operating under an 
electric rate freeze through year-end 2007. Annual fuel factors were approved for Xcel Energy (XEL) 
subsidiary Southwestern Public Service (SWPS) in 1997. For SWPS, over-/under-recovered fuel collection 
calculations are made on a monthly basis and the company may petition for a change in the fixed fuel factor 
if the over-/under-recovery balance reaches $5 million. El Paso Electric’s (EE’s) FPPCAC had been 
eliminated in 1998, but in 200 1, the PRC permitted EE to implement a $19.4 million electric rate increase 
through a reinstated FPPCAC. EE is permitted to seek approval to adjust the FPPCAC if the company 
experiences an over- or under-recovery balance of $2 million, or more, of fuel and purchase power 
expenses as of December 3 1 and June 30 of each year. In 2001, Texas-New Mexico Power (TNMP), a 
subsidiary of TNP Enterprises (TNP), received approval to continue the FPPCAC and to limit the monthly 
fluctuations in the adjustment clause to $0.003/kWh. 

New York 

General Policv--All utilities had used a semi-automatic FAC, through which variations in fuel charges and 
purchased power requirements were passed along to customers. However, with electric industry 
restructuring, generation was, for the most part, divested, and most of the companies have transitioned from 
the FAC to a Market Power Adjustment Clause (MAC). The MAC allows the distribution utilities to flow 
through the costs of power procured to serve customers who have not selected an alternative supplier. 
Changes in the MAC are recognized in each customer bill (Le., monthly, bi-monthly, etc.). Although the 
incumbent distributors must retain the POLR obligation for the foreseeable future, the operation of the 
MAC should leave the distributor largely insulated from any financial effects associated with changes in 
market prices. However, each company remains subject to political risk, Le., if there is a hot summer, and 
prices spike at peak demand, the utility may bear the brunt of blame for raising customers’ bills. 

Companv-Specific Discussion 

Central Hudson Gas & Electric (CHG&E)--In 2001 , the New York Public Service Commission 
(PSC) approved the implementation of an Energy Supply Charge (similar to the MAC), under which 
changes in the company’s electricity costs, net of benefits from wholesale sales and wheeling revenues, are 
reflected in customers’ bills. CHG&E is a subsidiary of CH Energy Group (CNH). 

The company was perhaps the first electric utility in the U.S. to utilize a flow-through mechanism that 
leaves shareholders largely risk-free with respect to changes in market prices. Con Ed is a subsidiary of 
Consolidated Edison (ED). ED subsidiary, Orange & Rockland Utilities utilizes a Market Supply Charge, 
which is similar to Con Ed‘s MAC. 

New York State Electric & Gas CNYSEGI--In 2002, the PSC adopted a settlement that provides for 
NYSEG to offer four competitive supply options: (1) a fixed-price bundled rate, with supply costs equal to 
135% of actual market prices; (2) a fixed-price delivery rate, with the customer to purchase power 
elsewhere; (3) a fixed-price delivery rate, with the customer to purchase power from NYSEG on a cost- 
pass-through basis (similar to MAC); and, (4) a fixed price bundled rate, with the customer receiving a 
market-plus-adder backout rate if an alternative supplier is chosen. NYSEG is a subsidiary of RGS Energy, 
which in turn is a subsidiary of Energy East (EAS). 

Rochester Gas & Electric (RG&E’)-- On January 1,2005, RG&E, a subsidiary of RGS Energy, 
which in turn is a subsidiary of EAS, began offering customers a variety of service supply options, 
including: (1) commodity service from a competitive energy service company (ESCO); (2) fixed-price 
commodity service from RG&E; (3) variable-price commodity service from RG&E; and, (4) fixed-price 

Consolidated Edison of New York (Con Ed)--Con Ed utilizes a MAC that is adjusted each month. 
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commodity service from ESCO. The variable rate service from RG&E will be the default service for 
customers who do not specifically select one of the options. 

Niagara Mohawk Power lNMp) --In 2002, the PSC approved a ten-year electric rate plan, in 
conjunction with approval of the merger of NMP’s then-parent company Niagara Mohawk Holdings and 
National Grid Group plc (NGG). The plan included an initial delivery rate reduction, following which 
delivery rates are to be fixed for ten years. Residential and small commercial customers are offered 
stability with respect to commodity pricing for a four-year period. Variations in commodity costs are to 
flow through a Commodity Adjustment Clause that was implemented by NMP in 2001. (Large customers 
on market-priced service pay the wholesale market price for power purchased by NMP.) 

North Carolina 

The North Carolina Utilities Commission’s (NCUC’s) fuel clause procedure provides for electric 
fuel costs to incrementally affect the electric rates established in a company’s last general rate case. The 
fuel cost is then further modified through an Experience Modification Factor (EMF), which reflects the 
difference between actual, reasonable, and prudently incuired fuel costs and the fuel-related revenues that 
were realized during the test year under the fuel cost component of rates then in effect. Each utility has an 
annual hearing to review fuel costs, with a uniform test period determined by the NCUC for each company. 
The EMF is to account for 100% of over- or under-collections, with interest included only for any over- 
collections. NCUC rules link the allowed level of fuel-cost recovery to nationally achieved nuclear 
capacity factors. Failure to meet the capacity factor target results in a shift of the burden of proof as to the 
presumption of prudence to the utility. Unless it can successfully sustain the burden, the utility is required 
to forego recovery of a portion of the fuel costs incurred during the period under review. There is no 
reward provision. 

0 
North Dakota 

Automatic fuel and purchased power (energy only) adjustments are permitted. Fuel and purchased 
power cost adjustments are implemented monthly, and there is generally a two-month lag for recovery. 

Ohio 

Geneva1 Policv--As a result of 1999 legislation, retail access was implemented for all customers January 1, 
2001. The utilities no longer use the Electric Fuel Component that had traditionally provided for fuel rate 
adjustments outside of a full rate case. Each utility is operating under a multi-year restructuring plan 
through the duration of a market development period (MDP) that will conclude at year-end 2005 for all of 
the companies. During the transition periods, the companies are operating under fixed rates (including fuel 
and power costs), and will continue to retain their POLR obligations. As a result, the companies are at risk 
for variations in fuel prices and purchased power needs. As a hedge against this uncertainty, the utilities 
have retained their in-house generation. The Ohio Public Utilities Commission (PUC) has adopted Rate 
Stabilization Plans (RSPs) for each of the utilities, with the exception of Allegheny Energy (AYE) affiliate 
Monongahela Power (MonPower). The RSPs allow each company a varying degree of rate flexibility for 
recovery of fuel costs, environmental compliance, taxes, etc. during the years 2006,2007, and 2008. The 
regulatory regime that is to be in place beginning in 2009 has yet to be determined. 

Co mpanv-Spe cific Discussion 

Dayton Power & Light (DP&L)--In 2003, the PUC adopted a stipulated RSP for DPL, Inc. (DPL) 0 subsidiary DP&L. As part of the plan, beginning January 1,2006, all customers (those who switch and 
those who remain on standard offer service) are to be assessed a rider, subject to PUC review, to reflect 
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increases in production costs related to the generation from plants owned by DP&L resulting from 
increased fuel prices, actions taken in compliance with environmental and tax laws, etc. The rider may be 
adjusted no more often than annually. During the stabilization period (2006-2008), the rider may not 
exceed 11% of the tariffed generation charge in effect on January 1,2004. The PUCs  approval of this 
agreement is consistent with the Commission’s apparent desire to maintain some level of rate stability, 
notwithstanding provisions of the state s restructuring law that require unbundled market-based generation 
rates to be instituted at the conclusion of the utilities’ MDPs. We note that this settlement will reinstitute a 
type of fuel adjustment provision that will appb only to company-owned generation and is to be charged to 
all customers. In our view, this provision encourages the incumbent utilities to retain their generating 
assets. On April 4,2005, DP&L filed for a $76.1 million electric rate increase related solely to generation 
operations. The increase would take effect January 1,2006, through a Rate Stabilization Rider to reflect 
increases in production costs related to the generation from plants owned by DP&L. A final decision is 
expected in December 2005. 

Cincinnati Gas & Electric (CG&E)--In September 2004, the PUC adopted a complex RSP 
settlement for CG&E, with modifications, and further modified the RSP in November 2004 (Final Report 
12/13/04). Under the approved plan, CG&E’s standard service offer (SSO) charge was implemented 
January 1, 2005, for non-residential customers, and will be implemented January 1, 2006, for residential 
customers. The SSO consists of: (1) a price to compare (PTC) component; and, (2) a POLR component. 
The PTC represents the avoidable portion of the SSO. CG&E calculates the by-passable fuel-cost 
component of the PTC component by using the average costs for fuel consumed at CG&E’s plants, and 
economy purchases, and can adjust the fuel cost component on an annual basis following PUC review. The 
POLR component contains a Rate Stabilization Charge related to the risk associated with customers 
returning from competitive providers, and an annually-adjusted component (AAC) for maintaining 
adequate capacity reserves and to recover costs associated with homeland security, taxes, environmental 
compliance, and emission allowances. The PUC will review any proposed increase in the AAC. CG&E is 
permitted to recover only $53.8 million through the AAC in 2005, versus the $107.5 million supported by 
the ’company. 

Columbus Southern Power (CSP)/Ohio Power (0P)--On January 26,2005, the PUC adopted an 
RSP for American Electric Power (AEP) Subsidiaries CSP and OP for the years 2006 through 2008. The 
RSP provides for SSO generation rate increases in 2006,2007, and 2008, to be capped at 3% per year for 
CSP and 7% per year for OP. The RSP also permits generation rates to increase by a total of 7% for CSP 
and 11% for OP (an additional 4% for each company) in any given year, with PUC approval, for: (1) 
increased expenditures associated with changes in environmental, security, tax, and generation regulatory 
requirements imposed by statute/rule/regulation/administrative order/court order; and, (2) customer load 
switching that materially jeopardizes either company’s ability to recover the anticipated generation 
revenues. Any proposed increase under this provision would take effect subject to refund after 90 days, 
pending a final ruling by the Commission. Variations in fuel costs are not part of this adjustment procedure 
(Final Report 2/2/05). 

Ohio Edison (OE), Cleveland Electric Illuminating (CEI). Toledo Edison (TED)--In June 2004, the 
PUC issued an order in FirstEnergy’s (FE’s) post-MDP proceeding. Under the approved RSP, current 
generation rates are to continue through December 31,2008. A competitive bid process is to be held 
annually to compare the plan’s fixed generation price to market prices. (An initial bid held in December 
2004 failed to produce prices below those in the RSP.) The PUC rejected the company’s proposed 
provision that would have permitted the FE subsidiaries to adjust generation rates for changes in fuel and 
other operating expenses, e.g., environmental expenditures. However, on reconsideration, the PUC 
approved FE’s request for authorization to petition the PUC for recovery of fuel cost increases during the 
2006-through-2008 period. Since the fuel increases would become part of the generation rate, customers 
who switch suppliers would be able to avoid any fuel-related increases. The Commission also determined 
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that in order “to provide equity to the adjustment process,” any approved fuel-related revenue increases 
would be subject to downward adjustments if in subsequent years of the RSP period fuel costs were to 0 decrease. However, the downward adjustments would be limited by the generation rate currently in place. 
Recovery of environmental cost increases was not specifically addressed on reconsideration, and therefore 
denied. 

Mononpahela Power--In June 2004, MonPower petitioned the PUC for authorization to implement a 
surcharge for its large commercial and industrial customers (C&I) for recovery of the shortfall in revenue 
caused by the current generation price freeze, but the PUC rejected the petition in December 2004. On 
June 14,2005 the PUC directed MonPower and CSP to begin discussions for the purpose of transferring 
MonPower’s Ohio service territory to CSP. The June 14,2005 order followed an April 6,2005 PUC ruling 
in which the Commission, in accordance with the state’s restructuring law, authorized MonPower to 
conduct a competitive bid process to procure its power requirements (about 250 mWs) for service 
beginning January 1,2006, and noted that despite encouraging each utility to file an RSP, the Commission 
cannot require an RSP. In its June 14,2005 order, the PUC stated that it has significant concerns regarding 
the bidding proposal, and indicated that under the bidding plan, customers may be facing rate shock and 
rate instability. Therefore, as permitted by the Ohio Certified Electric Territories Act (the OCETA), the 
PUC directed MonPower to begin acquisition discussions with CSP. In August 2005, MonPower and CSP 
reached an agreement under which CSP would acquire MonPower’s Ohio service territory for $55 million. 

Oklahoma 

General Policy--Fully automatic FACs are prohibited in Oklahoma. ‘The OCC must review companies’ 
fuel clauses at least every 12 months. If the Staff files exceptions, a separate proceeding is initiated. In 
March 2005, the OCC initiated a generic proceeding to review the methods utilized by the utilities to 
procure fuel and other power resources. In initiating the proceeding, the OCC noted that over the past 
several years, amounts collected through the FAC have increased significantly, largely due to the 
companies‘ reliance on gas-fired resources. The OCC indicated that in the context of the instant 
proceeding, it would review such issues, as: competitive procurement processes for fuel and purchased 
power; enhanced prudence reviewdaudits of fuel and purchased power costs; the appropriate level of 
resource portfolio diversity; and, affiliate relationships. The proceeding is ongoing. 

Co mpan-v-Spe c i fic Discuss ion 

OGE Electric Service (OG&E)--0GE Energy (OGE) subsidiary OG&E’s fuel clause charges are 
calculated semi-annually based on the average cost of fuel, with any difference from the monthly fuel costs 
reflected in base rates, debited (or credited) to customers on an annualized kWh basis. Purchased power 
and certain cogeneration and capacity payment differentials are collected through the FAC. OG&E also 
recovers a portion of the transportation costs associated with gas deliveries to its generating facilities 
through the FAC. In a July 15,2005 order, the OCC disallowed roughly $5 million of storage charges that 
it deemed to be non-Oklahoma-jurisdictional (FN 7/22/05). OG&E has a separate rider in place to flow 
through to ratepayers one-half of the margins associated with off-system sales. In 2002, the OCC adopted a 
settlement temporarily (2003-2005) modifying the rider to allow OG&E to recover $5.4 million of storm- 
related outage costs over a three-year period. 

Public Service of Oklahoma (PS0)--American Electric Power (AEP) subsidiary PSO’s FAC is 
calculated quarterly, provides for deferred accounting with a balancing account, and allows for current 
recovery of line losses above or below the amount recognized in PSO’s base rates. Over- or 
under-recoveries are refunded to, or recovered from, customers during subsequent months. 

0 
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Oregon 

General Policy--The Oregon Public Utility Commission (PUC) is statutorily permitted to authorize the 
deferral and recovery of power costs outside of a general rate case proceeding, with the utilities permitted to 
increase rates by up to 6% annually for the recovery of deferred power costs. Until 2001, however, power 
cost adjustment (PCA) clauses had not been utilized in Oregon. 

Company-Specific Discussion--In 200 1, the PUC authorized Enron subsidiary Portland General 
Electric (PGE) to defer, for later recovery, actual net variable power costs that differed from certain 
baseline amounts for the January-through-September 200 1 period; PGE is authorized to recover roughly 
$9 1 million (including interest) over the April 2002-through-September 2005 period. As part of a 200 1 rate 
case, the PUC approved a PCA for PGE for the October 1,200 I-through-December 3 1,2002 period. 
Under this mechanism, PGE deferred $4 1 million in power costs, representing the difference between 
actual net power costs and the amount utilized to establish base energy rates, and the difference between 
actual revenues and the revenues from the load forecast used to develop base energy rates. The deferred 
amount was collected from large industrial customers during 2003 and from all other customers over a two- 
year period (2003-2004). PGE currently does not have a PCA in effect, but an application is pending for a 
hydro-generation PCA mechanism. An interim PCA was in effect for Scottish Power, plc (SPI) subsidiary 
Pacificom from September 200 1 through May 3 l,2002--the difference between initial baseline net power 
costs and 83% of actual company power costs is being deferred for future collection in rates. Currently 
there is no PCA in effect for PacifiCorp; however, on April 28, 2005, PacifiCorp filed for PUC approval of 
an automatic PCA mechanism. 

Pennsylvania 

General Policy--Historically, electric utilities were permitted to recover fuel and purchased power costs 
through a semi-automatic adjustment mechanism, the Energy Cost Rate (ECR); however, in accordance 
with 1997 electric industry restructuring legislation, the ECR was eliminated. The law requires the utilities 
to offer POLR service at capped rates for the duration of the competition transition period, which varies 
from company to company depending upon the length of their stranded cost recovery periods. Therefore, 
during the transition period, the utilities are at risk for variations in power costs. The law calls for the 
Pennsylvania Public Utility Commission (PUC) to designate POLRs for each utility’s service territory upon 
the expiration of the initial transition periods. On December 16, 2004, the PUC issued for comments 
proposed rules drafted by the Commission Staff following informal workshops. The rules call for the 
incumbent utility to retain POLR responsibility, with the power to meet the POLR needs to be obtained in 
the wholesale market. On April 27, 2005, the parties filed comments largely supporting adoption of the 
proposed rules, with certain modest modificatioidclarifications (FN 4/29/05); the proceeding is ongoing. 
To date, the only company whose transition period has expired is DQE, Inc. (DQE) subsidiary Duquesne 
Light (DLC), and the PUC has addressed DLC’s POLR issues separately (see below). 

Company-Specific Discussion 

West Penn Power (WPP)--Allegheny Energy (AYE) subsidiary WPP’s POLR obligation extends 
through December 31, 2008. Transmission and distribution (T&D) rates are capped through 2005, and 
generation rates are capped through 2008. WPP has transferred its generation assets to a non-regulated 
affiliate, and has entered into a contract to purchase the power to supply POLR customers from its affiliate 
at prices that comport with the unbundled generation prices approved by the PUC in the restructuring order. 

Duquesne Light--DQE, Inc. (DQE) subsidiary DLC’s restructuring plan initially called for the 
transition period to extend through December 3 1,2005. In 2000, the PUC approved a request by DLC to 
sell 2,614 mWs of fossil-fuel generating. According to the state’s restructuring law, once stranded costs are 
fully recovered, the competitive transition charge (CTC) ceases and DLC is no longer required to provide 
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POLR service. As a result of the asset sale, the company completed its stranded cost recovery in the first 
quarter of 2002. The PUC subsequently adopted an agreement under which Orion supplied the power to 
meet DLC’s POLR needs through December 3 1,2004, at prices for generation that were, on average, 4.4% 
above the generation components/shopping credits previously approved by the PUC for the same period, 
with the POLR price to reflect a generation component that is an additional 10% above the generation 
component established in the PUC’s initial restructuring order. The PUC has adopted a successor plan 
under which DLC’s POLR needs for the 2005-2007 period are to be met via a competitive bidding process 
(FN 10/1/04). T&D rates are no longer capped. 

Metropolitan Edison (MetEd)/Pennsvlvania Electric (Pene1ec)--Restructuring plans approved for 
FirstEnergy (FE) subsidiaries MetEd and Penelec required the companies to serve as the POLR at rates that 
are capped through 2010 and 2009, respectively. However, the plans called for the POLR obligation to be 
auctioned off in annual increments of 20% of load beginning in 2000, with 80% of the load to be auctioned 
off by 2003, and MetEdPenelec to retain the POLR obligation for the remaining 20% of load through their 
respective rate cap/transition periods. As part of the plan, the PUC approved MetEdPenelec’s proposal to 
divest their generation assets. The sales were completed in early 2000. For the most part, the sales 
agreements called for MetEdPenelec to purchase a portion of the power from their former 
Pennsylvania-jurisdictional facilities through 2002, sufficient to meet the projected declining POLR load 
requirements. In 2000 and 200 1, MetEdPenelec put out for bid 20% and 40%, respectively, of its POLR 
responsibility, but no bids were received. As a consequence, MetEdPenelec retained the obligation to 
serve those customers, and were forced to purchase a larger-than-anticipated amount of power in the 
wholesale market to serve that load. Recovery of these costs became an issue in a proceeding in which the 
PUC was reviewing the proposed merger of GPU, Inc., then the parent of MetEdPenelec, and FE. In 2001, 
the PUC adopted a settlement allowing the companies to defer excess power costs incurred over the 2001 - 
2005 period, with recovery to occur over the 2005-20 10 period. However, the settlement was overturned 
by the courts and MetEdPenelec were required to write off the deferred balances. 

PECO Energy (PEC0)--PECO is to retain its POLR obligation through December 3 1,201 0, with 
generation prices to be capped through 2010. In accordance with the PUC-approved restructuring plan and 
the Commission’s order approving the merger of PECO and Unicorn to form Exelon (EXC), PECO’s 
generation assets have been transferred to a non-regulated affiliate, but PECO has retained the right to 
purchase the power necessary to supply its POLR load at the prices reflected in the capped rates approved 
by the PUC. 

PPL Electric Utilities (PPL-E)--PPL Corporation (PPL) subsidiary PPL-E is to retain the POLR 
obligation through December 3 1,2009, except for the 20% of residential customers that were assigned to a 
non-affiliated POLR. PPL-E’s competitive retail marketing operations and its generation assets were 
transferred to an unregulated affiliate, PPL Energy Plus. EnergyPlus is to continue to supply the power to 
meet all of PPL-E’s POLR obligations through December 3 1,2009, at pre-established capped prices. 

Rhode Island 

Prior to the implementation of electric industry restructuring in 1998, FACs were utilized by the 
utilities. State statutes required electric utilities to spin-off or sell 15% of their generating assets in order to 
estimate market value, but the companies divested 100% of their generating assets, and therefore, no longer 
utilize the FAC. In accordance with the law and Rhode Island Public Utilities Commission (PUC)- 
approved restructuring plans, standard offer service (SOS) is to be available through 2009 at 
pre-established prices. However, a fuel index benchmark is utilized to adjust standard offer prices to reflect 
changes in energy costs. Once a customer purchases electricity from another supplier, the utility is not 
required to make SOS available for that customer. However, such customers would be provided “last 
resort service,” if they were to return to incumbent utility for generation. The capacity to meet SOS and 
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last resort service requirements is procured through competitive bid. To the extent bid prices differ from 
the PUC-approved SOS rates, rate adjustments would be implemented. 

South Carolina 

Non-automatic electric FACs are utilized for the state’s electric utilities. Each electric utility is 
required to furnish the PSC an estimate of its fuel costs, including the cost of purchased power, for a 
prospective 12-month period. The PSC then determines the fuel and purchased power costs to be included 
in rates for the 12 months, including adjustments for over- or under-recovery from the preceding 12-month 
period. Electric utilities are required to account monthly for the difference between fuel costs recovered 
through rates and actual fuel costs. 

South Dakota 

Automatic fuel and purchased power adjustment clauses are permitted. Through these cIauses, the 
utilities recover actual fuel and purchased power (energy portion only) expenses incurred, subject to a two- 
month lag, with carrying costs on unrecovered balances. 

Tennessee 

The Tennessee Valley Authority, a federal agency that is not regulated by the Tennessee Regulatory 
Authority, is the major power provider in the state. Kinnsport Power (KP), the only investor-owned utility 
in Tennessee, has an automatic purchased power adjustment rider to reflect in rates any changes in 
wholesale, non-fuel-related costs of the company’s power supplier, affiliate Appalachian Power (APC), 
which does business as American Electric Power Virginia. KP, which is a subsidiary of American Electric 
Power (AEP), purchases 100% of its power requirements from APC. 

Texas 

General Policy--For electric utilities that have not implemented retail competition, fuel and purchased 
energy costs are recovered through a fuel factor that is included in base rates. Between base rate cases, the 
fuel factor may be adjusted, following a filing by the utility and hearings by the Texas Public Utilities 
Commission (PUC), based on projected fuel costs for the period the fuel factor will be in effect, subject to 
true-up. Under- or over-recoveries are deferred, with interest, for recovery over a subsequent 12-month 
period. For companies that implemented retail competition, price to beat (PTB) rates charged by the 
affiliated retail electric providers (AREPs) may be adjusted up to twice annually to reflect changes in prices 
of natural gas and purchased energy. 

Company-Specific Discussion 

El Paso Electric (EE) is exempt from the provisions of the 1999 law due to a previously approved 
rate agreement that provides for base rates to be frozen through 2005. Legislation enacted in 2001 delays 
implementation of competition for Xcel Energy (XEL) subsidiary Southwestern Public Service until 2007. 
The PUC has indefinitely delayed the implementation of retail competition in American Electric Power 
(AEP) subsidiary Southwestern Electric Power’s (SWEPCO’s) service territory, and Entergy (ETR) 
subsidiary Entergy Gulf States’ territory. Consequently, the fuel factor mechanism continues to apply in 
these service territories. For EGS, legislation enacted in June 2005, permits the company to file for a 
surcharge to recover purchased power capacity costs. On July 5,2005, EGS filed to implement a 
$23.1 million surcharge (FN 7/15/05). 
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AEP-Texas Central (formerly Central Power & Light) and AEP-Texas North (formerly West Texas 
Utilities)--in 2002, AEP divested its retail generation customers in these two service territories to Centrica, 
plc, and these customers are served by CPL Retail Energy (CRE) and WTU Retail Energy (WRE); 
(2) Centerpoint Energy (CNP) subsidiary CenterPoint Energy Houston Electric (CEHE), formerly Reliant 
Resources (REI) subsidiary Reliant EnergyHL&P--CNP was spun off from REI in 2002, and REI 
subsidiary Reliant Energy Retail Services is the designated AREP in CNP’s territory; (3) TXU, Inc. (TXU) 
subsidiary TXU Electric Delivery (TXUED), whose affiliated REP is TXU Energy Services; and, (4) TNP 
Enterprises (privately held) subsidiary Texas-New Mexico Power (TNMP), whose affiliated REP is 
Firstchoice Power. 

Full retail access commenced in January 2002 in the service territories of: (1) AEP subsidiaries 

In conjunction with the legislatively mandated true-up of stranded costs, fne PUC is required to 
conduct a final reconciliation of the restructured utilities’ fuel balances for the pre-restructuring 1999-200 1 
period. In the context of CEHE’s final fuel proceeding, in May 2004, the PUC disallowed $95.3 million of 
fueUpurchased power costs that CEHE sought to recover, thereby determining that the company had over- 
recovered such costs over the 1999-2001 period by $75.2 million (FN 5/28/04). In the context of TNMP’s 
final stranded cost true-up, the PUC determined that the company had a $41.5 million over-recovery for the 
1999-2001 period, which represented no change from the company’s proposed amount (FN 7/16/04). In 
AEP-TX”s final fuel proceeding, in October 2004, the Commission disallowed $30.4 million of 
fuel/purchased power costs that the company had sought to recover, thereby determining that the company 
had over-recovered $6.9 million for the 1999-200 1 time period. In AEP-TXC’s final fuel proceeding, in 
July 2004, the PUC determined that the company had a $176.7 million over-recovered balance for the 
1999-200 1 period. 

Utah 

PacifiCorp had utilized an energy balancing account (EBA), but the EBA was eliminated in 1993. 
PacifiCorp is a subsidiary of ScottishPower, plc (SPI), and is doing business in Utah as Utah Power & 
Light. Although no power cost adjustment mechanism is currently is place, the Utah Public Service 
Commission (PSC) has permitted PacifiCorp to implement temporary rate increases to recover purchased 
power costs not included in base rates. Specifically, in 2002, the PSC adopted a stipulation permitting 
PacifiCorp to recover: over two years, roughly $147 million of Hunter 1 replacement power costs and other 
unrecovered power costs incurred during the May 1,200 1 -through-September 30,2001 period, through a 
surcharge that was in place through March 3 1,2004. As part of PacifiCorp’s general rate case proceeding 
concluded on February 25, 2005, the parties agreed to discuss power cost adjustment mechanisms. To date, 
no formal discussions have been held. 

Vermont 

Due to a 1984 Vermont Supreme Court ruling, FACs are not permitted. Fuel and purchased 
power costs are recovered through base rates. 

Virginia 

General Policy--Semi-automatic electric fuel/purchased power adjustments are peimitted. The Virginia 
State Corporation Commission’s (SCC’s) fuel factor procedure provides for electric rates to be set on the 
basis of projected annual usage and costs. The utilities maintain accounts for any over- or under-accruals 
and these balancing accounts are reconciled through the following year’s fuel factor. The Commission may 
require a utility to adjust its fuel factor if an over-recovery of more than 5% exists. Purchased power 
energy and capacity charges for “economy” purchases are included in the fuel factor calculation. Energy 
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charges associated with reliability purchases may flow through the fuel factor; but capacity charges are 
recovered through base rates. Legislation enacted in 1999, provided for the implementation of retail 
competition in the electric supply market over the 2002-2004 period, with the incumbent utilities to retain 
POLR responsibility through July 1,2007. Base rates were to be capped at initial levels for the duration of 
the POLR period, with the fuel factor to continue to operate. Under legislation enacted in May 2004 
(Senate Bill 651), the base rate freeze was extended to December 31,2010, and Dominion Resources (D) 
subsidiary Dominion Virginia Power’s (DVP’s) fuel factor mechanism was modified (see below). 

Company-Specific Discussion 

Dominion Virginia Power--As part of a corporate separation plan approved by the SCC in 
accordance with the 1999 restructuring law, DVP agreed to freeze the fuel factor for calendar-2002. In 
2003, the fuel factor resumed, and in December 2003, the SCC authorized DVP to implement, effective 
January 1,2004, a $171.9 million increase in its fuel factor. Under the 2004 amendments to the state’s 
restructuring statutes, DVP’s fuel factor tariffs that were in effect on January 1,2004 will remain in effect 
until July 1,2007. The SCC is to establish an updated fuel factor to become effective July 1 , 2007, for 
recovery of estimated fuel costs for the July 1,2007-to-December 3 1 , 20 10 period, with no provision for 
over- or under-recovery of previous fuel costs. 

American Electric Power Virginia (AEP-VAZ--As part of its SCC-approved corporate separation 
plan American Electric Power (AEP) subsidiary AEP-VA agreed to freeze its fuel factor for 2002. In 2003, 
the fuel factor resumed and AEP-VA was permitted to increase its fuel factor by $24.1 million effective 
January 1,2003; AEP-VA implemented a $25.2 million fuel factor reduction in August 2003. On 
February 8,2005, the SCC authorized AEP-VA to make permanent a fuel factor increase that had been in 
place on an interim basis since January 1,2005. The resulting annualized revenue increase aggregates to 
$18.6 million. 

Potomac Edison (PotEd)--As part of a corporate separation plan approved by the SCC in 
accordance with the 1999 restructuring law, Allegheny Energy (AYE) subsidiary PotEd rolled its fuel 
factor into base rates, which remain frozen. 

Delmarva Power & Light (DP&L)--As part of a corporate separation plan approved by the SCC in 
accordance with the 1999 restructuring law, Pepco Holdings (POM) subsidiary DP&L agreed to freeze its 
fuel factor through 2004. On March 16, 2005, following a stipulation, the SCC authorized DP&L a 
$4.5 million permanent increase in its fuel factor; the increase had implemented on an interim basis on 
January 1,2005. 

Washington 

General Policy--Until recently, power cost adjustment (PCA) clauses were not in effect, and the electric 
utilities were at risk for fluctuations in fuel, hydro, and purchased power costs between rate cases. 
However, in certain cases prior to the establishment of PCAs, the Washington Utilities Transportation 
Commission (WUTC) permitted the deferral of power costs that were in excess of the level being recovered 
through base rates. 

Company-Specific Discussion 

Avista Corporation (AVAZ--As part of a settlement adopted by the WUTC in 2002 that addressed 
the prudence of deferred power costs, the WUTC permitted AVA to recover 90% of such power costs 
accrued through year-end 2001, via a surcharge that is to be in effect through December 31,2007. As part 
of a general rate case, in 2002, the WUTC adopted a settlement that provided for an Energy Recovery 
Mechanism (ERM) to be implemented beginning July 1, 2002, that allows AVA to adjust rates to reflect 
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changes in power supply-related costs. Under the ERM, AVA is required to absorb or may benefit from 
the first $9 million of annual energy cost differences above or below the amount reflected in base electric 
rates, with 90% of the energy cost differences exceeding the initial $9 million to be deferred for a later 
rebate or surcharge to customers. A surcharge or rebate is implemented when accumulated deferrals are 
equal to 10% of base retail revenue. In February 2004, the WUTC adopted a settlement in AVA’s first 
ERM case under which the company is to defer $15.2 million of additional power costs incurred from 
July 1,2002 through December 3 1,2002. No rate increase was implemented since the ERM permits rate 
adjustments only when the trigger is exceeded (FN 2/6/04). A settlement reached in AVA’s pending 
electric and gas rate case calls for modifications to the existing E M .  Specifically, if the settlement is 
adopted by the WUTC, the $9 million deadband would be reduced to $3 million effective December 1, 
2005. There would be no change to the existing 90% shareholder/lO% customer power cost sharing 
mechanism. In addition, the existing electric surcharge would be increased by 10% (approximately $2.7 
million) to allow AVA to accelerate recovery of a power cost-related deferral balance, which is currently 
$101 million (FN 8/19/05). 

Puaet Sound Energy (PSEI--Beginning in 200 1, the WUTC permitted PSE to implement an electric 
rate surcharge due to the company’s deteriorating financial condition that was caused by rising power costs. 
In 200 1, the WUTC authorized PSE to defer excess power costs for the January 1,2002-through-March 3 1, 
2002 period, and in March 2002, the WUTC adopted a settlement providing for a $25 million interim 
electric surcharge to be in effect from April 1,2002 through June 30,2002. As part of a general rate case, 
in 2002, the WUTC adopted a settlement establishing a PCA for PSE that allows for variations in power 
costs to be apportioned, on a graduated scale, between the company and customers. Specifically, if power 
costs are above (or below) the PCA baseline amount, PSE will absorb (or retain) the first $20 million above 
(or below) the baseline, 50% of the next $20 million, 10% of the next $80 million, and 5% of any amount 
that exceeds $120 million. Over the four-year period, July 1,2002 through June 30, 2006, PSE’s share of 
pre-tax power cost variations is capped at a cumulative $40 million plus 1% of the excess. PSE is also 
permitted to request a PCA rate surcharge if, for any 12-month period, the projected deferred power costs is 
expected to exceed $30 million. PSE is required by the WUTC to make a filing by February 28,2006, to 
reset the PCA baseline rates effective July 1, 2006. 

As part of the 2002 settlement, the WUTC established a power cost only rate case (PCORC) 
process that will allow PSE to periodically update its general rates to reflect variations in power supply 
costs associated with new or existing resources. The company’s first PCORC concluded in May 2004. 
In that decision, the WUTC authorized PSE $44.1 million of its supported $54.5 million power cost rate 
hike. In so doing, the WUTC disallowed $10 million associated with a regulatory asset that was created 
as result of PSE’s 1997 buyout of a gas supply contract associated with a long-term purchase power 
agreement with Tenaska, an independent power producer. The Commission also determined that since 
PSE did not prudently manage the gas costs associated with the Tenaska contract, PSE was required to 
adjust the PCA deferral account to reflect a one-time disallowance of $16.6 million. In August 2005, a 
settlement was reached in PSE’s pending PCORC that, if adopted by the WUTC, would provide for a 
$35.6 million average electric rate increase, effective November 1,2005, largely to reflect PSE’s 
investment in a large wind-power project. PSE is a subsidiary of Puget Energy (PSD). 

PacifiCom--The company does not operate under a PCA. As part of its pending electric rate case 
filed on June 8,2005, PacifiCorp is seeking to implement a PCA. A decision in the case is expected in 
April 2006. 

West Virginia 

General Policv--By law, electric fuel and purchased power costs may be recovered through an expanded 
net energy cost (ENEC) factor. The ENEC is set annually based on actual data for the prior 12-month 
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period and projected data for the prospective 12 months. Over- or under-recoveries are deferred for 
reconciliation as part of the next ENEC proceeding, with do carrying charges on the deferred balance. 

Company Specific Discussion--In accordance with a succession of settlement agreements, the ENEC for 
American Electric Power (AEP) subsidiaries Appalachian Power and West Virginia Power, which do 
business as American Electric Power West Virginia (AEP-WV) has been suspended since 1996. In a 
pending rate case, AEP-WV proposes to reinstate the ENEC and utilize an existing $52 million over- 
recovery balance to offset future increases in the ENEC (see FN 9/9/05). Allegheny Energy (AYE) 
subsidiaries Monongahela Power and Potomac Edison are operating under agreements that provided for the 
ENEC to be rolled into base rates at a fixed level. 

Wisconsin 

Electric fuel rules, as opposed to adjustment clauses, are statutorily required. Under the rules, each 
utility has established monthly and annual ranges of fuel and purchased power costs on a prospective basis. 
If a utility’s actual fuel and purchased power costs are outside the monthly or cumulative monthly range, 
and the utility can demonstrate that these costs will likely be out of the annual range, the PSC may conduct 
a hearing to establish new rates. The annual range is 2-to-3%, depending on the individual utility’s 
circumstances. We note that the state’s electric utilities are required to file general rate cases (GRCs) every 
two years, and in recent years most companies have filed GRCs annually. Fuel and purchased power costs 
are updated in the GRCs as well. 

Wyoming 

General Policy--Historically, recovery of fuel and purchased power costs has been addressed in rate cases; 
however, certain companies are now recovering purchased power costs through an electric cost adjustment 
(ECA) mechanism (see below). 0 
Company-Specific Discussion 

PacifiCorp-In 2000, the Wyoming Public Service Commission (PSC) authorized PacifiCorp to 
defer purchased power costs above the level reflected in base rates that were incurred after November 2000. 
In 2001, PacifiCorp filed for PSC authorization to recover deferred purchased power costs. The PSC 
subsequently dismissed PacifiCorp’s request to include $32 million of replacement power costs associated 
with an unscheduled outage that occurred in 2000 and 2001 at Hunter Unit 1 (430 mW) in the deferred 
purchased power cost balance ($46.8 million inclusive of the Hunter-related costs), stating that the 
company’s request could be more adequately addressed in a separate proceeding. As a result of this 
decision, the company withdrew its request to recover the $46.8 million balance and implement a 
purchased power adjustment mechanism. In a proceeding initiated in 2002, PacifiCorp sought to 
implement a three-year, 0.276$-per-kWh surcharge to recover $60.3 million of purchased power costs 
incurred during 2000 and 2001. PacifiCorp also requested implementation of a separate three-year, 0.141 $- 
per-kWh surcharge to recover $30.7 million of purchased power costs incurred during 2000 and 2001, 
associated with the Hunter outage. In 2003, the PSC, in the context of a rate case, disallowed both 
surcharges, concluding that recovery of purchased power costs that are above the level authorized in base 
rates could be considered only through a power cost adjustment mechanism (PCAM). The PSC‘s decision 
was subsequently upheld by the state Supreme Court. 

implement a PCAM. The terms of the settlement, as adopted, include: (1) implementation of a net power 
cost rate rider designed to collect $9.3 million annually from ratepayers; and, (2) the parties to the 
proceeding are to work towards developing a pennanent PCAM. PacifiCorp is permitted to file an 

In September 2004, the PSC adopted a settlement in a proceeding in which PacifiCorp sought to 
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application to seek implementation of a PCAM after December 1,2005, or as early as September 30,2005, 
if its net power costs exceed $13.28 per mWh on a 12-month rolling average basis. PacifiCorp is a 
subsidiary of Scottish Power (SPI). 

Chevenne Light, Fuel & Power (CLF&P)--In 200 1, the PSC adopted a settlement that provides for 
CLF&P to recover increased purchased power costs through a new ECA mechanism through December 3 1, 
2005. CLF&P projects that it will require recovery of approximately $28 million in purchased power costs 
in 2005; however, the actual amount is to be determined at a later date. Additionally, the adopted 
settlement provides for the deferral of any purchased power costs not recovered through the ECA 
mechanism during the years 2001 through 2005, with recovery to be completed by December 3 1,2005. 

Montana-Dakota Utilities (M-DU)--The company does not own generation in Wyoming and is 
permitted to adjust its ECA mechanism for its purchased power costs on an annual basis following 
hearings. M-DU is a division of MDU Resources Group (MDU). 

Robert Schain Russell Ernst 
Lillian Federico Dennis Sperduto 
Lisa Fontanella 
Copyright 0 2005 Regulatory Research Associates, Inc Reproduction prohibited without prior authorization 
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I Non-Charitable Dues, Fees & Memberships - 2005 

Organization 
EPRl 
EDISON ELECTRIC INSTITUTE 
WESTERN ELEC COORDINATING 
NUCLEAR ENERGY INSTITUTE 
INSTITUTE OF NUCLEAR POWE 
GREATER PHOENIX CHAMBER 0 
CORPORATE EXECUTIVE BOARD 
UTILITIES SERVICE ALLIANC 
Northern Arizona Council of Governments 
GREATER PHOENIX LEADERSHI 
ARIZONA UTILITY INVESTORS 
ARIZONA CHAMBER OF COMMER 
Western Arizona Council of Governments 
ELECTRIC LEAGUE OF AZ 
ARIZONA HISPANIC CHAMBER 
HOME BUILDERS ASSOCIATION 
THERM0 ENVIRONMENTAL INST 
SCOi7SDALE CHAMBER OF COM 
INSTITUTE OF INTERNAL AUD 
WESTERN COAL TRAFFIC LEAG 
U S CHAMBER OF COMMERCE 
TEMPE CHAMBER OF COMMERCE 
ARIZONA TOURISM ALLIANCE 
WILLIAMS CHAMBER OF COMME 
ASSOCIATION EDISON ILLUMI 
GILBERT CHAMBER OF COMMER 
ASIAN CHAMBER OF COMMERCE 
PRESCOlT CHAMBER OF COMME 
CRANE INSTITUTE OF AMERIC 
ASBESTOS INSTITUTE THE 
ARIZONA TECHNOLOGY COU NCI 
CHANDLER CHAMBER OF COMME 
JUNIOR LEAGUE OF PHOENIX 

AMERICAN GAS ASSOCIATION 
International Society of Arboriculture 
FIAGSTAFF CHAMBER OF COMM 
RECYCLE AMERICA ALLIANCE 
NATL INSTITUTE OF STANDAR 
DIVERSITY LEADERSHIP ALL1 
ENERGY INDUSTRY CBT ALLIA 
GLENDALE CHAMBER FOUNDATI 
GRAND CANYON COUNCIL INC 
PHOENIX ROTARY CLUB FOUND 
WICKENBURG CHAMBER OF COM 
PRESCO'TT VALLEY CHAMBER 0 
National Association of Town Watch 
SCAFFOLD TRAINING INSTITU 
The National Republican Club of Capital Hill 
NORTHWEST VALLEY CHAMBER 
BUCKEYE VALLEY CHAMBER OF 
US GREEN BUILDING COUNCIL 
Arizona State Board of Accountancy 
FINANCIAL ACCOUNTING INST 
AMERICAN BAR ASSOCIATION 
GLENDALE CHAMBER OF COMME 
AMERICAN COUNCIL ON RENEW 
CHINESE CHAMBER OF COMMER 
PEORIA CHAMBER OF COMMERC 

INDO-AMERICAN CHAMBER OF 

YUMA COUNTY CHAMBER OF CO ~0 

Total 
1,079,547 

602,003 
520,263 
401,965 
319,467 
259,875 
183,881 
11 1,688 
83,758 
61,688 
59,145 
55,256 
44,303 
39,900 
36,400 
31,225 
19,334 
18,495 
17,294 
12,400 
11,250 
11,021 
10,000 
10,000 
9,388 
9,351 
9,270 
8,744 
7,276 
6,434 
6,355 
6,251 
5,800 
5,700 
5,390 
5,320 
5,224 
5,183 
5,020 
5,000 
5,000 
5,000 
5,000 
5,000 
4,349 
4,205 
4,131 
4,014 
3,750 
3,660 
3,600 
3,500 
3,450 
3,187 
3,160 
3,040 
3,000 
3,000 
2,855 
2,716 
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Non-Charitable Dues, Fees & Memberships - 2005 

Organization Total 
AMERICAN NUCLEAR SOCIETY 2,643 
DIRECTORS' EDUCATION INST 2,625 
SOUTHWEST VALLEY CHAMBER 2,374 
ROTARY CLUB OF PHOENIX 2,327 
COUNCIL ON STATE TAXATION 2,306 
BORDER TRADE ALLIANCE 2,000 
National Council of La Raza 2,000 
NORTH PHOENIX CHAMBER OF 2,000 
VALLEY CITZENS LEAGUE 1,931 
ROTARY CLUB NORTH PHOENIX 1,894 
ROTARY DISTRICT 5490 1,750 
American Institute for Preventive Medicine 1,731 
SOCIETY FOR HUMAN RESOURC 1,728 
CASA GRANDE ROTARY CLUB 1,580 
SOROPTIMIST INTL OF PHOEN 1,454 
SCOlTSDALE AREA CHAMBER 1,453 
GREATER FLORENCE CHAMBER 1,425 
SOURCE EVALUATION SOCIETY 1,425 
WILLIAMS ROTARY CLUB 1,360 
TEMPE ROTARY 1,178 
YUMA CROSSING ROTARY 1,150 
ROTARY CLUB OF SCOTTSDALE 1,145 
AGRI-BUSINESS COUNCIL OF 1,125 
GRANDCANYONROTARYCLUB 1,048 
PRACTISING LAW INSTITUTE 1,046 
YUMA ROTARY CLUB 1,020 
ELOY CHAMBER OF COMMERCE 1,010 
HEALTH PHYSICS SOCIETY 997 
MEDICAL REVIEW INSTITUTE 990 
ARIZONA CHAMBER EXECUTIVE 935 
ROTARY CLUB COOLIDGE 853 
FLAGSTAFF ROTARY CLUB 852 
ROTARY INTERNATIONAL OF F 809 
GLOBE ROTARY CLUB 797 
DOUGLAS CHAMBER OF COMMER 788 
URBAN LAND INSTITUTE 784 
PARKER CHAMBER OF COMMERC 778 
ASU ALUMNI ASSOCIATION 750 
EISENHOWER INSTITUTE 750 
Florida State Society of Washington DC 750 
SOCIETY FOR WOMEN'S HEALT 750 
EXCHANGE CLUB OF FLAGSTAF 720 
PARKERROTARYCLUB 71 6 
WINSLOW ROTARY CLUB 71 1 
SAN LUIS FRONTERA ROTARY 71 0 
INSTITUTE OF INT AUDITORS 698 
MIAMI ROTARY 696 
KlWANlS CLUB OF ZANE GREY 61 6 
RIM COUNTRY ROTARY 61 1 
SOROPTIMIST INTERNATIONAL 609 
SOMERTON ROTARY 600 
COTTONWOOD CHAMBER OF COM 595 
ARIZONA CITY CHAMBER OF C 572 
New Mexico Institute of Mining & Technology 570 
STATE SOCIETY OF ARIZONA 563 
COOLIDGE CHAMBER OF COMME 550 
FARMINGTON CHAMBER OF COM 542 
Arizona Order of Women Legislators 525 
GLENDALE KACHINA ROTARY G 525 
CAMP VERDE CHAMBER OF COM 500 
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Organization 
GMR CHAMBER OF COMMERCE & 
SOROPTIMIST OF ESTRELLA 

VALLEY OF THE SUN KlWANlS 
ARIZONA EMPLOYERS COUNCIL 
SEDONAOAKCREEKCHAMBER 
ROTARY FOUNDATION OF ROTA 
BISBEE CHAMBER OF COMMERC 
BUCKEYE LIONS CLUB 
SCOl-rSDALE SUNRISE ROTARY 
VALLEY OF SUN KlWANlS 
COOLING TECHNOLOGY INSTIT 
ENERGY BAR ASSOCIATION 
ENGINEERING STUDENT COUNC 
SERTOMA CLUB 
SISTER CITY ASSOCIATION 0 
Society of Corporate Secretaries 
AMERICAN WELDING SOCIETY 
ARIZONA AFRICA SOCIETY 
SHOW LOW CHAMBER OF COMME 
PINAL MOUNTAIN ELKS #2809 
GRAND CANYON COUNCIL 
VIBRATION INSTITUTE 
ASSOCIATION FINANCIAL PRO 
ROTARY CLUB OF SEDONA RED 
SUPERIOR CHAMBER OF COMME 
COPPER BASIN CHAMBER OF C 
POSTAL CUSTOMER COUNCIL 
AJO ROTARY CLUB 
GILBERT HISTORICAL SOCIET 
GRAND CANYON CHAMBER OF C 
OPTIMIST INTERNATIONAL FO 
QUARTZSITE CHAMBER OF COM 
ROTARY FOUNDATION 
SNOWFLAKE TAYLOR CHAMBER 
HOLBROOK CHAMBER OF COMME 
WINSLOW CHAMBER OF COMMER 
BUILDERS RESEARCH INSTITU 
SOCIETY OF HISPANIC PROFE 
CFA INSTITUTE 
SOCIETY OF COMP INTELLIGE 
AMERICAN CHEMICAL SOCIETY 
PWR RP ALARA ASSOCIATION 
NUCLEUS CLUB 
Nevada Board of Professional Engineers & Land Surveyors 
GILA BEND ROTARY 
KlWANlS CLUB OF LlTCHFlEL 
TAX EXECUTIVES INSTITUTE 
SMOR CHAMBER OF COMMERCE 
British Institute of Non Destructive Testing 
Association of Corporate Counsel 
MCMULLEN VALLEY CHAMBER 0 

VERDE VALLEY ROTARY CLUB 
KIWANIS CLUB OF CAMP VERD 
Institute of Management Accountants 
SOCIETY OF TRIBOLOGISTS-L 
ASSOCIATION OF CERT FRAUD 
Maricopa Association of Governments 
Institute of Professional Environmental Practice 

TRI-CITY HISPANIC CHAMBER 

COOLIDGE-FLORENCE ELKS #2 

Total 
500 
500 
500 
500 
500 
450 
427 
400 
400 
400 
400 
400 
399 
375 
375 
375 
356 
355 
320 
31 5 
31 3 
31 0 
297 
295 
280 
260 
255 
254 
250 
250 
250 
250 
250 
250 
250 
248 
245 
239 
229 
225 
221 
218 
21 8 
206 
200 
188 

180 
175 
170 
169 
165 
150 
150 
149 
134 . 
132 
114 
114 
113 

1 aa 
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Organization 
AJO DISTRICT CHAMBER OF C 0 SAN MANUEL ROTARY 
PROJECT MANAGEMENT INSTIT 
AMERICAN SOCIETY OF SAFET 
BISBEE ROTARY CLUB 
EHRENBERG CHAMBER OF COMM 
FRATERNAL ORDER OF EAGLES 
LIONS CLUB OF GLOBE INC 
PRESCOTT EVENING LIONS CL 
SAN MANUEL CHAMBER OF COM 
Arizona State Board of Technical Registration 
NATIONAL SOCIETY PROF ENG 
ROCKY MOUNTAIN ELK FOUNDA 
NEW MEXICO SOCIETY OF CPA 
BOARD OF CONTINUING LEGAL 
GLOBE LIONS CLUB 
SOROPTIMIST INTL OF ARIZO 
National Association for Female Executives 
KlWANlS CLUB OF SCOTTSDAL 
Kentucky State Board of Accountancy 
SUPERIOR OPTIMIST CLUB 
MAYER AREA CHAMBER OF COM 
TONTO BASIN CHAMBER OF CO 
WINSLOW SUNRISE LIONS CLU 
NOTARY LAW INSTITUTE 
CLARKDALE CHAMBER OF COMM 
SOCIETY OF FIRE PROTECT10 
DOUGLAS ELKS LODGE 
DOUGLAS NOON LIONS CLUB 
ELOY LIONS CLUB 
MALPAIS KlWANlS 
Society of Depreciation Professionals 
ELECTRIC AUTO ASSOCIATION 
New Mexico Public Accountancy Board 
ELKS LODGE BPOE 2251 
GLOBE ELKS LODGE 
LIONS CLUB 
NATIONAL SAFETY COUNCIL 
AMERICAN SOCIETY OF MECHA 
JOSEPH CITY CHAMBER OF CO 
SUPERIOR ROTARY CLUB 
ARIZONA SOCIETY OF CIVIL 
GOLDWATER INSTITUTE 
FLUID CONTROLS INSTITUTE 
Total 

Total 
105 
105 
104 
101 
100 
100 
100 
1 00 
100 
100 
95 
94 
94 
93 
90 
90 
79 
78 
76 
75 
75 
72 
72 
70 
59 
55 
54 
50 
50 
50 
50 
40 
39 
38 
38 
38 
38 
38 
35 
31 
24 
20 
19 
18 

4,269,166 

0 

Note: some amounts reflect multiple year dues paid in 2005 
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A subsidia y of Pinnacle West Cupitd Corporahon 

Jel. 602-250-2708 Mail Station 9708 

e-mail Brian.Brurnfield@aps.com 

Brian Brurnfreld 
Supervisor F ~ x  602-250-3003 PO Box 53999 
Regulation, Pricing & Administration Phoenix, Arizona 85072-3999 

February 3,2006 

RE: STAFFS FIRST SET OF DATA REQUEST TO ARIZONA PUBLIC SERVICE 
COMPANY (“APS’) UNDER DOCKET NO E-01345A-06-0009 

Dear Ms. Janet Wagner: 

Enclosed is Arizona Public Service Company’s (“APS”) supplemental response to Staffs 
First Set of Data Request Question 1-19 in the above docket number. 

If you or your staff have any questions, please feel free to call me. 
1” 

Supervisor 
Regulation, Pricing and Administration 

BBhec 

Cc; Mathew Rowel1 
Connie Fitzsimmons 
Dawn Wilson 

APSO928 1 
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ARIZONA CORPORATION COMMISSION STAFF'S 
FIRST SET OF DATA REQUESTS TO 

ARIZONA PUBLIC SERVICE COMPANY 

JANUARY 11,2006 
RE: DOCKET NO. E-01345A-06-0009 

STF 1-19: Please identify any and all actions the Company has taken to 
address the cash flow problem described in its application.' 

Response: 
Please see attachment APS06980. 





In 1990 an early retirement program was implemented along with a review of each 
position in the company and a redeployment of the entire workforce. As a result, over 
1800 employees and positions were eliminated. 0 

Beginning in 1994 and concluding in 1996, the Company underwent an extensive re-engineering 
of its positions and specific responsibilities. As a result of this initiative to improve operational 
efficiencies and remove duplication of activities, including the offering of a voluntary early 
retirement program, approximately 1200 employees and positions were eliminated. 

More recently an initiative identified as the Maximizing Business Performance program, was 
implemented to re-examine our business processes and streamline operations. 

In the 1'' quarter of 2002 a team was established with an objective to Maximize Business 
Performance (MBP). The process involved input from employees, over 2200 were involved, 
throughout the company. In July 2002 the Company offered a voluntary early retirement for all 
eligible employees. A total of approximately 450 employees elected to leave the company. 

In summation, through the efforts listed above, since 1987 the Company has reduced about 4000 
positions. During the period from 1994 to present, we have reduced upwards of 1700 positions. 
We have also used technology enhancements, on-going cooperation and agreement with the 
IBEW and other operational efficiencies to enable us to avoid having to fill those eliminated 
positions. This has enabled our customer per employee ratio to dramatically increase from the 
1987 level of about 86 customers per employee to 167 in 1995, and we are now currently at 220 
customers per employee. Even ignoring inflation, and using a modest salary and benefits 
estimate of $50,000, these 4000 headcount reductions have resulted in total payroll being lower 
in 2005 by, conservatively, $200 million annually. The operations and maintenance portion of 
that is at least $100 million annually. 

0 

FUEL and RELATED ITEMS 

1. Nuclear Fuel Procurement 
Palo Verde has reduced nuclear fuel costs by consolidating purchases with one, low cost 
supplier (Enriched Uranium Supply Agreement with United States Enrichment Corporation). 
Furthermore, over the last 10 years, the recurring efforts to reduce the cost of the various 
nuclear fuel components - uranium, conversion, enrichment and fabrication - resulted in 
substantial savings. All of these activities have resulted in APS savings of $28 million over 
this 10 year period. 

2. Coal Fuel Procurement 
Active management of Coal / Coal Transportation Agreements /Dual Taxation issues have 
been able to contain average coal prices to only a 23% increase since 2000, in comparison to 
the Powder River Basin (PRB) market, where prices have increased by over 100% during the 
same period. Here are some of the specifics: 
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Four Corners Fuel Procurement: 
0 APS has worked with the supplier to initiate and maintain an incremental pricing 

agreement, which reduces average coal cost for APS and increase coal production 
for the supplier. In the early 1990’s APS entered into their first incremental coal 
agreement with BHP, our coal supplier, primarily due to the Cholla Power Plant 
where we had successfully negotiated an incremental coal agreement beginning in 
1988. Until 1996, all incremental contracts were annually renegotiated. We 
negotiated long term contracts that included incremental pricing. APS realized 
$10 million in savings in 2005 and $54 million since 1996. 

APS negotiated an agreement through legislative changes with the State of New 
Mexico and the Navajo Nation to mitigate the effects of dual taxation. The 
legislation that resulted resolved an issue of dual taxation that had threatened the 
viability of the Four Corners Power Plant. With the passage of House Bi11293, the 
State and the Nation agreed to split revenues from coal mining on Navajo land. 
This decision helped keep Four Corners running competitively, and will result in 
annual savings of approximately $5SM per year, compared against taxes that 
would have been in effect. Realized savings to date of $22 million at Four 
Corners, $5.5 million of which was in 2005. 

Cholla Fuel Procurement: 
0 APS successfully challenged the BNSF Railroad rail rate to Cholla from the 

McKinley mine in New Mexico. In 1997 the Surface Transportation Board ruled 
in favor of APS and reduced the rail rate for the haul from the McKinley mine to 
Cholla and ordered reparations to be paid to APS for previous years. Combined 
with the reduced rail rates, this challenge has resulted in savings of $36.6 million 
from 1997 to 2003. 

Effective September, 2005, APS negotiated a coal transportation contract with 
BNSF that will save at least $7 million per year compared against railroad 
transportation tariffs in effect prior to the agreement. The contract fairly and 
economically resolves a long standing regulatory dispute with the BNSF, and will 
provide transportation equipment and delivery guarantees for Cholla coal 
deliveries over the next 10 years. 

APS pursued competitive coal supplies at Cholla which led to new contracts and 
use of lower cost alternate coals. Savings from 1996 to 2004 totaled $44.9 
million. 

3. Gas and Purchased Power Procurement 
APS hedges natural gas and electricity purchases for its customers to reduce the risk of short- 
term price increases in the market. This hedging or locking in the price of commodities prior 
to the actual use of the commodity is a tremendous risk management tool to provide a long- 
term safety net for our customers. Savings versus spot market purchases of natural gas and 
electricity due to our hedging policy totaled $120 million in 2005 and $23 million in 2004. 
The level of savings reflected in our 2006 rate filing for the test year is $169 million. 
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El Paso Natural Gas Rate Case Settlement 1996 - Natural Gas Transportation Rate Case 
in 1995 to 1996 resulted in approximately $8 million per year reduction from the rate for 
fixed reservation charge requested by El Paso. These rates were applied 1996 until 2005, 
bringing total savings to $80 million. APS also negotiated the ability to increase usage of 
the pipeline to serve our significantly growing customer base without additional cost 
during the term of the agreement. 

APS was able to improve the efficiency of its gas pipeline procurement through process 
improvements. This allowed us to reduce costs by purchasing less capacity, and to sell 
excess gas pipeline reserved capacity for saving of $3.5 million in 2005. 

5 .  Other Fuel Related Items 
Gas Power Plants - By accelerating the contract process with Western Area Power 
Administration (WAPA), we were able to bring the newly acquired Sundance units into 
the APS control area and utilize the value of the capacity in the critical summer months. 
With the quick start units readily available and under APS control, we avoided the 
purchase of expensive firm energy, saving about $ 2  million in August and September of 
2005. 

0 Fly Ash Sales - APS' coal plants sell ash and other by-products of combustion to make 
"cement type" products. Instead of incurring significant annual costs for disposal, the 
sales of ash benefit the environment by reusing these products. Total savings is estimated 
to be in the range of $ 1 million per year. 

Power Plant Unit Uprates - Annualized fuel savings (using the 12/3 1/05 market for 2006) 
from uprating the capacity or improving the efficiency at several baseload units will save 
$38 million: 

Plant Savings 
Palo Verde 1 $13 million 
Palo Verde 2 $12 million 
Cholla 2 $ 7 million 
Redhawk $ 6 million 

Total $ 38 million 
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GENERATING UNITS 

1. Palo Verde 
Continuous improvements in process, department efficiencies and technology allowed the 
site to reduce the number of workers that worked at Palo Verde from 2546 people at the end 
of 1995 to 2083 at the end of 2OO5. 

0 

Some of these efficiencies, of which APS’ share is based on its ownership share of 29.1%, 
include: 

Transferred Transient and Reload Analysis Methods to Nuclear Fuel Management 
(NFM)- Plant performed fuel management activities in-house to reduce analysis and fuel 
costs. There are continuous savings since 1995 as described below - 

NFM In-House Reload Design Capability - Unit 1 Cycle 7 & Unit 3 Cycle 7 Core 
Designs - The NFM Reload Technology Transfer Project anchored the skills and 
knowledge to perform independent reloads within the NFM department. This 
capability allowed the department to develop advance core designs for Unit 1 
Cycle 7 and Unit 3 Cycle 7 with fewer assemblies, thereby lowering total fuel 
costs for those cores by approximately $5 million. Subsequent NFM core designs 
typically use 4 fewer assemblies than designs previously performed before Cycle 
7. Savings to date of $41 million (1995 - 2005). 

0 

NFM Reload Process Improvement and U2ClO Redesign - NFM partnered with 
the fuel vendor on the Reload Process Improvement Project (RPI) to develop a 
more efficient process for performing reloads. The previous process had required 
as much as 16 month of calendar time and 12,000 man-hours per reload design. 
The RPI process reduced the calendar time to < 9 months and approximately 3500 
man-hours. The new process also provided NFM with greater flexibility to 
respond to operations’ needs, and the ability to optimize PVNGS fuel costs. 
During the gth refueling outage for Unit 2, fuel performance issues were identified 
that required U2C 10 to be redesigned following receipt of the Cycle 10 fuel. NFM 
was able to use the RPI process to complete a redesign using the available fuel 
that nevertheless met the cycle energy requirements and all safety and operational 
criteria, without adverse impacting the outage schedule. Without this in-house 
capability the outage would have been delayed by at least one month. Cost 
saiings based on replacement power costs at $1 million per day for 30 days are 
given below. 

RPI Cost Savings: 
(continuous) 
RPI Savings to date: 
U2C 10 redesign replacement 

$735 thousand per year 

> $6 million (1  997 - 2005) 

I power cost savings: $30 million (one time) 
I 

Renegotiated Westinghouse Fuel Fabrication Contract in 1996 - The Westinghouse Fuel 
Fabrication Contract was renegotiated to provide fuel at a reduced price on a ‘fabrication 
only” basis by bringing virtually all fuel management, core reload design work in-house. 
This contract change substantially reduced the annual cost for fuel fabrication services by 
$3 million. Savings to date: approximately $27 million not accounting for inflation. 
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P W G S  Machine Shop Upgrades - Prior to 1998 Palo Verde sent a significant amount of 
items off site to a vendor for machining, fabrication or modification of parts. Through 
reverse engineering and specialized training the Palo Verde Machine Shop has developed 
a team with the expertise to do a large amount of our required machining and fabrication 
on site. An example of the items the on-site machine shop has fabricated are Charging 
Pump Plungers, Heat Exchanger Plugs and Cowl Pump Shafts. They are also able to 
perform extensive modifications to valves and pumps in house. 

Charging Pump Plungers: $2 million 
Heat Exchanger plugs: $82 thousand 
LPSI Pcmp Modifications: $203 thousand 
IC1 trashcans: $536 thousand 
Cowl pump shafts: $99 thousand 
Pacific Valve Modifications: $937 thousand 
Savings to date $4 million (1 999 - 2005) 

PVNGS Electronics Rework - Repair of Electronic Equipment Onsite. - Electronics 
Rework Team (ERT) at PVNGS performs rework (repairs) on greater than 700 types of 
plant equipment items. For the last ten years, the ERT has averaged completion of 220 
items per year at a list value of approximately $450 thousand. 

Note: The values for the items used to sum total worth ($450,000) are mostly from 
the listed item actual unit cost (AUC) from the warehouse database. It is important to 
realize that those AUC values are frozen from the late 1980’s as reworking items and 
returning them to stock has eliminated replenishment buys at subsequent inflated 
prices. Savings to date of $4 million (1 986 - 2005) 

Inventory Reduction - This is a continuous cost savings in terms of reducing property tax 
and a cost savings in terms of using existing inventory. 

1995 YE Inventory: $133 million 
2005 YE Inventory: $1 11 million 
Annual reduction: over $3 million per year (continuous). 
Savings to date: $2 1 million (1 992 - 2005) 

Property Tax Savings from Reduced Inventory Value-Created by Electronics Rework 
Facility (ERF) Rework Items In PVSER Warehouse Inventory - There are more than 700 
types of items (APNs) that are reworked by the ERF staff at PVNGS. Most of those 
items have current values-known as Actual Unit Cost (AUC) that are frozen from 1986 
to 1990. At that time, the ERF team began reworking those items and returning them to 
the warehouse----not changing the listed value. We estimate current stock of the 
inventory of rework items (700 types x the quantity on hand) to be at least $8 million 
more than the current listed value, estimated at savings of $80 thousand per year. 
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On site Materials Dedication efforts 
Material Dedication Testing by PVNGS Lubrication Lab - The Efficiency Gain 
was enabling a fast turn-around time of results and the ability to perform testing 
on an emergent basis in a timely manner without additional surcharges. 
Continuous savings resulted from no longer sending samples to an offsite testing 
facility (Honeywell). Average cost of sample in 1996 =$200 X 1,500 (average) 
samples per year = $300 thousand per year. Cost of FTIR spectrometer was $53 
thousand. Resultant Savings in first year (1 997) were approximately $247 
thousand. Savings to date of $2 million (1997 - 2005). 

Commercial Grade Dedication - The Commercial Grade Dedication program has 
been in place since 1991. The ratio of material savings to savings from testing on- 
site instead of off-site was 4: 1. This is a continuous savings program. Material 
cost of Commercial Grade Items versus Quality related items is about $200 
thousand or more per year. Savings to date of $2 million (1991 - 2000). 

10 CFR 50 Appendix J Option B - Performance-Based Containment Leak Rate Testing - 
Option B allows plants to extend test intervals for integrated leak rate test (ILRT, where 
the entire containment building is pressurized to 52 psig), and local leak rate test (LLRT, 
where each containment penetration is tested individually). 

0 The old ILRT interval required 3 tests every 10 years per unit, where the new 
interval required 1 test every 10 years per unit. The cost per test is approximately 
$1.8 million and this has saved us 6 tests to date. Savings to date of $10.8 million 
(1 996 - 2005). 

LLRT: Putting tests on extended intervals reduced LLRT by approximately two 
thirds. Since 1996 this has resulted in a reduction of approximately 2600 man- 
hours per year. 

1999-2005 PV Supply Chain/ Contracts Cost Savings - Over the last seven years Palo 
Verde Supply Chain has reduced costs through the following activities: 

Lowering total cost through negotiatinghenegotiating long term 
agreementdalliances both through STARS and internally (including rebates, 
discount for quick pay, quantity discounts, etc.) 
Procuring items directly from manufacturer, commodity supplier and other 
nuclear utilities versus OEM 
Continuing to utilize MLIS automation functionality 
Engineering to offer less expensive alternate product lines/parts, removing 
unnecessary requirements, spec changes and standardization 
Utilizing newly developed database to more efficiently find existing inventory 
versus buying new 
Questioning attitude with suppliers and customers 
Consolidating servicedmaterial spends needed for multiple major projects both 
capital and O&M 

0 

0 

0 

0 

0 

Savings to date of $16 million (1999 - 2005). 
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2. Fossil 
APS Fossil Generation has implemented an on-going capital improvementheplacement 
program. More than half of this program is based upon economically driven projects, 
with the rest being environmental, regulatory, safety, etc., driven. Converted to 2005 
dollars, APS has spent $462 million over the past 10 years on this capital program. 
Making a conservative estimate that 50% of these expenditures were economically 
driven, and that they had a 4 to 1 payback period, that would indicate an annual savings 
of $58 million. 

Implemented a structured maintenance and operations program, in some cases utilizing 
new technologies. The focus is on availability for the peaking and intermediate units, and 
availability and capacity factor for the baseload units. For the baseload units, this has 
resulted in a record setting capacity factor of 87.1% for 2005, surpassing the previous 
record of 84.2% set in 2004. This reflects well against the industry average which is in 
the upper 60% range. Making a conservative estimate, this program increased the 
capacity factor at the baseload units by 1%. Based on actual market conditions in 2005, 
this equates to a fuel differential annual savings of $6 million. Examples of the work 
effects that contributed to this savings are: 

Developed multi-skilled Production Teams 
Improved Boiler chemistry at Cholla 
Developed & improved predictive maintenance programs 

i. Vibration monitoring 
11. Critical rotating equipment 

iii. Lubrication oil analysis expansion 
iv. Thermograph monitoring program expansion 
v. Horoscope inspection program expansion 

vi. Metallurgical analysis on key components 
vii. Power factor testing program expansion 

viii. Structured root causes analysis program 
ix. Structured maintenance planning process expanded 
x. Maintenance work package development 

.. 

... 

Created an APS Technical Support Group in 1998 to provide expert technical 
support to the Power Plants in the areas of: 

i. Unit performance 
11. Optimized boiler/steam cycle chemistry 
111. Turbine maintenance / performance 
iv. Metallurgical analysis 
v. High energy component analysis 

.. 
... 

Upgraded Four Corners Unit 1 bottom ash seal materials 
Use of thermo coated hard-faces shields in strategic boiler areas 
Installed temporary modifications to help avoid boiler reheater section of Four 
Corners Unit 3 until replacement in 2006 
Installed modifications in Four Corners Units 1-3 to help reduce fly ash 
erosion, thereby reducing tube leaks 
Installed additional soot blowers in Four Corners Unit 2 to reduce ash 
Plug gage 
Installed redesigned dust seals on the Four Corners Units 1-2 coal mills 
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Installed a forced lube oil system on the Four Corners Unit 3 primary air fans 
Improved maintenance procedures for installation of the Four Corners Unit 3 
coal mill gears 
Designed a turning gear for the Four Corners Units 1-2 turbines 
Implemented a program to test generators with the generators on-line 
Implemented additional generator stator inspection tests 
Began modifying the Four Corners Units 1-3 ID Fan scrolls with harden over- 
lay plates 
Implemented an enhanced transformer maintenance and testing program 
Improved technology on Four Comers Units 4-5 start-up valves to reduce 
start-up time 
Installed ash plug monitors on Four Comers Units 4-5 
Implemented boroscope inspections on Four Corners Units 4-5, between tube 
bundles 
Implement Four Corners Units 4-5 dis-similar weld material inspection 
program 
Implement Four Corners Units 4-5 pendant reheat strategy for improved 
reliability 
Installed erosion barriers in the Four Corners Units 4-5 boilers to reduce tube 
leaks 
Replaced open membranes in the Four Corners Units 4-5 boilers with closed 
rnembrane s to reduce tube leaks 
Improved Four Corners Units 4-5 boilers tube bundle alignment to improve 
reliability 
Expanded the use of thermographic cameras to identify boiler and coal belt 
hot spots 
Implemented an innovative fix for the Four Corners Unit 2 condenser 
expansion joint leak 
Implemented an innovative fix for the eminent Four Corners Units 1-2 stack 
failure, allowing the two units to stay on-line during the six months that a new 
stack was constructed 
Implemented a Human Performance Improvement program in 2001 to train 
employees and leaders in specific tools to reduce costs, improve safety, and 
improve unit reliability 
Implemented “Lost Generation” analysis and reporting to implement 
corrective actives where cost effective 
Implemented technology teams with industry and user groups to focus on 
industry learnings 
Lengthened interval time between overhauls, where prudent 

0 Implemented a fuel efficiency program (heat rate). Based upon a conservative estimate 
of a %% improveinent due to this continuing focus, annual savings in 2005 are estimated 
at $4 million. Examples of the work effects that contributed to this savings are: 

Created an APS Technical Support Group in 1998 to provide expert technical 
support to the Power Plants in the areas of: 

i. Analysis fuel burn data 
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ii. Develop heat rate graphs 
ii i .  Develop dispatch heat rate curves 

Improved coal mill performance at Four Corners Units 1-3 
Changed secondary air preheater drives at Four Corners Units 4-5 to variable 
speed drives for improved heat rate 
Installed new level controls on the Four Corners Units 4-5 feedwater heaters 
for improved heat rate 
Installed Four Corners Units 4-5 air in-leakage monitors on the condensers for 
improved heat rate 
Upgraded the technology for the Four Corners Units 4-5 main steam control 
valves to improve heat rate 
Upgraded the technology for the Four Corners Units 4-5 sleeve damper 
actuators to improve heat rate 
Iinplemented helium testing on the Four Corners Unitsl-3 condensers for 
detecting air leaking to improve heat rate 

TRANSMISSION AND DISTRIBUTION 

1. Line Siting 
In 1999, APS formed the Transmission and Facility Siting Department as a means of 
standardizing the company’s approach to siting new power lines and substations (69kV- 
500kV) through the use of a comprehensive environmental and public outreach process. 
Since its formation, the group has completed, or is in the process of completing, twenty- 
seven (27) different projects throughout the State of Arizona. 

APS recognizes the environmental impact of building new electrical facilities, and has 
enlisted the help of outside environmental consultants to assess the potential impact to 
cultural and biological resources, land use and visual resources. In addition, APS conducts 
an extensive public outreach program which includes key stakeholders such as elected 
officials, municipal staff members, developers, and property and home owners. 

By engaging key stakeholders as part of the process, the Siting team, in conjunction with the 
Siting committee and the ACC, has been able to achieve a reduction in the average time 
required to site a project. In addition, these collaborative efforts have resulted in direct 
project cost savings estimated at $20 million as a result of lower right-of-way acquisition 
costs and reduction of elongated line routes. 

To date the group has successfully sited: 
Over 100 miles of new 500kV lines and (3) 500kV substations 
Over 75 miles of new 230kV lines and (9) 230kV substations 
Over 197 miles of new 69kV lines and (30) 69kV substations 
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2. Applied Technology yields Increased Capacity 
In 2002, APS was able to increase the load serving capability of its 3.6 mile long Country 
Club to Lincoln Street and 2.3 mile long Country Club to Meadowbrook 230,000 volt 
underground line segments by over 40% through the installation of oil cooling circulation 
units. The alternative, the installation of additional underground cables, would have 
necessitated trenching the entire length of each existing underground line segment. 

0 

Elimination of trench/excavation costs and material cost savings were estimated at $13 
in i 1 1 ion . 

3. APS / SRP ioint cost savings project 
The APS/SRP Joint Cost Savings Project was started in 1999 and is to be completed in 
2006. The Scope of the project was to reduce costs through the sharing of ideas, design and 
material standardization, and the reduction of material costs utilizing joint purchasing of 
material products. Other items considered in the cost reduction strategy included 
DupIication/Overlap/Resource sharing, Utilization of Assets (Inventory management), 
Logistics/Storage/Delivery of Material (Transportation), and Equipment Standardization. 
Items that were identified in the material cost savings category were segmented as follows: 

a. Cable (underground, overhead) 
b. Poles (distribution, transmission, street lights) 
c. Power transformers / substation equipment 
d. Distribution transformers 
e. Switching cabinets 
f. Capacitor banks (pad mounted) 
g. Distributed products (conduit, etc.) 
h. Luminaries & other products. 

Standardization of processes and design were also reviewed in the following categories: 
equipment, materials, specifications, and joint procurement. 

The current total estimated results of the project are as follows: 

O&M Savings Capital Savings Total Savings 
$6 million $25 million $31 million 

The current estimated 2005 results are as follows: 

O&M Savings Capital Savings Total Savinps 
$1 million $3 million $4 million 

4. Contract locating 
APS, like many companies, is required by law to locate their underground facilities when 
requested. As a Facility Owner, APS is a member of the Arizona Bluestake Center (ABS), 
which provides a single point of contact for anyone who is going to excavate for any reason 
in the State of Arizona. When a Blue Stake is requested, the ABS Center notifies all of the 
Facility Owners of the exact location that the excavation will take place. Facility Owners are 
then required to respond and physically mark the ground and identify where their facilities 
exist underground. 
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For many years, APS performed this work with in-house employees. These employees 
located only APS electric facilities. A consortium of utilities realized that by utilizing a 
single contract locator it would be possible for several utility locates (Le., phone, cable TV, 
gas, and electric) to be completed simultaneously by the same contractor. The reduction in 
travel time, travel expenses, and the number of employees required to visit the job site 
results in a much lower per locate cost. APS presently utilizes a combination of both outside 
contractors and in-house employees to locate its underground facilities. The in-house 
locators are used as a supplement to contractors and also locate facilities that are critical to 
our system such as network feeders, substations and power plants. 

Savings statewide are approximately $1 million per year. 

5.  Substation Construction Cost Comparison 
By using new processes, tools and technology, APS is able to construct a new distribution 
substation more quicltly, and at less cost, than 10 years ago. Estimated savings from 1995 to 
2005 is $6 million for 45 new substations built during this period by applying the following 
improvements. 

Protection and Control Shop - APS assembles the protection and control equipment 
in a centralized location, then transport the assembly to the substation, which 
reduces overall installation time. 

Standardized 69/12 substation layout - By establishing a standard layout, both design 
and construction labor have been decreased. This allows the Substation Construction 
team to get more work accomplished with the same number of people. Foundations, 
equipment and protection and control devices are installed according to the standard 
layout. 

Standardized Equipment - Limiting the number of variables in equipment selection 
has allowed the team to see productivity improvements due to familiarity with the 
same type equipment. Changes are kept to a minimum and are well thought out with 
input from the people that install and work with the equipment. 

Key service provider agreements - Using service providers that understand our 
business and can produce the results that meet APS specifications has minimized 
changes in the field. 

Coordination of Construction and Protection and Control crews - Efficiency gains 
have been made in this area by these two groups working together on the same 
projects. Prior practice was for these two groups to complete their work separately 
which increased the length of the project. 

Compression bus fittings vs. Welding - For aluminum bus work (3” diameter 
tubing), welded connections had been used requiring additional certified welders. 
Technology became available which has allowed APS to use a compression tool to 
make the aluminum bus connections along with a variety of other bus fittings by our 
construction crews. This has greatly improved efficiency. 
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' 0  Consolidation of prints for the field - By providing only the information needed by 
the crews in the field, the number of prints issued has been reduced to improve 
clarity for the worker. 

Material handlinghtaging responsibility within the dept. - Fewer departments are 
involved in gathering materials needed for the project. The Substation Construction 
Department has taken this responsibility and ensure material is available to meet the 
project schedules. 

Pre-assembly of control house, panels and racks - Instead of building the control 
houses on site, these standard sized control buildings are made by our APS Weld 
Shop. APS delivers and sets the houses along with the protection and control 
equipment which is also prepared at APS. 

Wire checking and CT testing prior to breakers going to the field - APS can prepare 
many breakers at one time in a controlled environment scheduled to meet the needs 
of our workforce. 

Reduce field steel assembly - APS redesigned the steel support structures which 
simplified the assembly. Fewer bolted connections increased productivity. 

12kV bus structures - The bus work is all assembled by the APS Metal Fabrication 
Shop and can be set on support structures in hours compared to days of welding and 
other assembly. 

Microprocessor base relays - This new technology streamlines the installation time 
by using electronics instead of mechanical devices. 

Transformer deliveries to jobsite - When possible, APS will have substation 
transformers delivered directly to the substation location, eliminating additional 
crane time and handling. 

6 .  Series Capacitor Life Extension Program 
This program allowed us to delay the replacement of 10 transmission line series capacitor 
banks for 10 years by cannibalizing parts from decommissioned series capacitor banks. The 
resulting savings is over $2 million annually and $26 million over the 10 year period. 

7. Southwest Reserve Sharing Group (SRSG) 
The SRSG allows APS to share reserve obligations with a group of entities versus carrying 
the required reserves as a stand alone entity. As a stand alone entity APS would be required 
to carry 370MW of operating reserves. As a member of the SRSG, APS is required to carry 
only 240MW of operating reserves. The resulting savings is over $3 million annually. 
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CUSTOMER SERVICE 
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1. Web-site 
APS launched its website, Aps.com, to the public in December, 2000. The new site was 
designed to provide customers with yet another way to do business with APS while reducing 
transaction costs. 

The savings generated from customers using the Web site in lieu of calling our call center 
totals approximately $3 million in 2005 and $8 million since 2001, In addition to providing 
significant savings, the Web site has been acknowledged by customers and industry 
organizations as being one of the most innovative and value-added Web sites in the country, 
in addition to being one of the best among utilities. 

Public acknowledgments for ap,s.com include: 
2002 Awards include: 

Web Marketing Association - Best Web site award 
Platts Research & Consulting (E-Source) award 

+ Finalist for The American Business Awards - Best Customer Service category 
+ Best Energy Web-site - 2003 WebAward Competition Web Marketing 

2003 Awards include: 

Association 
2004 Awards include: 

2005 Awards include: 
Finalist for The American Business Awards - Best Customer Service category 

American Business Awards Stevie winner - for Best Customer Service Team 
E Source Research Associates - APS recognized as one of the top utility 

websites for features and functions 

Customers currently have the ability to perform the following functions on aps.com: 
Inquiries: 

Account Balance (Logins) 
Rate Compare 
Account History 
Usage History & Download 
Meter Read Schedule 
Landlord/Tenant 
Bill Detail Display 
Average Energy Calculation 
New Construction Meter Status 
Nexus Usage Data Downloads 
Reminder ID/Password - No Password Change 
Current Bank Info Viewed 
Payment Arrangement Review 
View Order Status 
Pay Station Locator 
Landlord Alerts 

http://Aps.com
http://ap,s.com


Transactions: 
Payments 
Turn Ons 
Turn Offs 
Transfers 
3rd Party Orders (QcorpdConnectUtilities) 
Credit Arrangements 
Equalizer Sign Ups 
Street Light Outage 
Account Updates 
Online Credit Checks 
Rate Compare Rate Change Request 
Letter of Credit (Printed) 
Print Bill Indicator Turned Off 
Print Bill Indicator Turned On 
Reminder ID/Password - Password Change 
Deleted Bank Info 
"Remember Me" Login Option 
Share Pledge 
Email Update 
Phone Update 

2. Interactive Voice Response - IVR 
As a result of the many phone-based self serve options (Outage, Account balance, Equalizer, 
Office Locations, Payments , Credit Arrangements, etc.) the IVR reduces calls into the call 
center. The savings generated from customers using the IVR in lieu of speaking with a call 
center agent totaled approximately $2 million in 2005 and $8 million since 2000. e 

3 .  Use of Contract Labor for Call Center Staffing 
In June 1997, we entered into an agreement with a staffing agency. They operate a Call 
Center in Yuina for APS as well as staff approximately 40% of our Phoenix Call Centers. 
This allows us to meet the challenges of a growing and seasonal customer base while 
reducing our costs. In addition, it provides APS with a disaster recovery site. The use of 
contract labor for Call Center staffing resulted in overall lower labor costs that would have 
been incurred with APS employees. The savings realized from this have been approximately 
$3 million in 2005 and $9 million since 2001. 

4. Improved Skip Tracing Process 
In 2001 we had a CIS system enhancement that not only provided weekly automated skip 
tracing, but also sent a notification letter to the customer identifying the debt amount and 
location of the debt, and advising that this would appear on their next bill. That system 
enhancement identified over $2 million in unpaid debts during the first year of operation 
and has continued to be an effective way of collecting revenue. The 2005 associated 
savings were approximately $2 million, while the savings since 2001 have been over $7 
in i 1 1 ion. 
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TREASURY 

0 1. Taxable Debt Interest Savings 

As of December 31, 1995, APS had approximately $835 million of high coupon debt with 
maturity dates from 2020 to 2025. Over the past ten years the Treasury department has 
implemented an interest reduction strategy that included the early redemption of this debt. 
APS has reduced its interest rate from an average of 8.13% in December, 1995 to 5.86% as 
of December, 2005. The reduction of 2.27% in interest rate results in an annual interest 
savings of $34.3 million. 

2. Tax Exempt Debt Portfolio Savings 

Since December, 1995 Treasury realigned the tax exempt debt in order to achieve interest 
savings and diversify credit support. As a result of this realignment annual interest has been 
reduced by approximately $3 million. 

PROPERTY TAXES 

Maior Efforts at Reducing Property Taxes 

Through the efforts of APS Public Affairs, Tax Department and others, working in cooperation 
with other business interests in the state, APS has been able to reduce its cumulative property tax 
expenses since 1994 by $275 million. This includes the 2005 property tax expensed on its 
income statement to be reduced by approximately $50 million. The major efforts have been: 

Negotiating the property tax assessment ratio that applies to utilities, down to the 
same ratio that applies to other businesses in the state. This effort reduced 2005 
property tax by approximately $27 million versus what it would have been 
without these efforts. 

0 

Negotiating a five-year phase into property tax basis for its new generation plants, 
similar to the method that applies to other manufacturing plants. This effort 
reduced 2005 property tax by approximately $1 6 million versus what it would 
have been without these efforts. 

Negotiating a reduction in the property tax basis for its existing generation plants. 
This effort reduced 2005 property tax by approximately $6 million versus what it 
would have been without these efforts. 
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MEDICAL COSTS 

APS actively pursues solutions in managing annual cost increases for medical benefits. In the 
last five years, on a per person basis, our annual costs have increased approximately 7% per year. 
This is in comparison to increases in the national averages of 14% per year. This has been 
accomplished through a variety of initiatives including: changing co-pays; modifying coverage 
levels; re-negotiating vendor contracts; and implementing wellness and disease management 
programs. Annual savings from these initiatives are estimated to have exceeded $3 million per 
year. 

0 

TECHNOLOGY 

Following are examples of technologies employed at APS that have enabled the Company to 
operate more affectively and efficiently including minimizing staffing levels. The following 
examples alone have generated savings of around $22 million in 2005. 

1. Material's Logistics System (MLIS) 
In 1995 the Company deployed a new materials logistics system (MLIS). Savings continue 
to be realized from the system and associated changes in business processes through 
reductions of manpower, inventory Ievels and purchases. 

2. Electronic Mail & Scheduling and Electronic Records Management Implementation 
I n  1996, installed a Common electronic Mail, Calendar and Scheduling system 
company-wide in conjunction with universal usage of the Microsoft Office suite (Word, 
Excel, and PowerPoint). 
Beginning in 1997, secure Electronic Document Management and version control was 
implemented. Secure storage and effective retrieval of Invoices, PO'S, Drawings, and 
Documents kept electronically instead of boxed copies, thus also reducing printing and 
microfiche costs. 

The following are example of technologies and process improvements that enabled the 
Information Services Department (IS) to operate more efficiently and securely. The savings 
from the following examples generated savings of around $17 million in 2005. 

3 .  Consolidation Of Leased Phone And Data Circuits To New Technologies 
Consolidation of leased phone and data circuits to new technologies (ISDN PRJ and Frame 
Relay) interfaces with Qwest and other local service providers, and competitive bid 
procurement process. 

4. Electronic Computer System Monitoring 
In 2004, added additional monitoring capabilities on applications, servers, and networks to 
enable timely response and problem resolution. Reduces staffing required to monitor and 
respond to application, server, and network issues. Reduces overtime costs due to reductions 
in callouts of personnel. Productivity improvements of the business employees occur due to 
reductions in outages of business applications. Elimination of overtime otherwise required 
to make up work incurred during system outages. 
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5. Automated Software Distribution To Servers And PC's 
Automated software distribution to computer PC's and Servers from a centralized location. 
Provides ability to deploy system patches in less than 24 hours across all desktop computers 
at APS while reducing staffing otherwise necessary. 

In addition to adding new technologies, the Company has leveraged its existing technologies in 
order to maximize their utilization and minimize cost to the rate payer. The following examples 
have saved over $12 million in capital expenditures. 

6 .  Fiber Optics Cable Sharing and Exchange with SRP 
APS and SRP use Fiber Optics Cable communications to monitor and operate their portions 
of the interconnected power grid. Sharing and exchanging communications capacity on 
fiber optics cable installed on power transmission and distribution lines began in 1996 and 
avoids duplicate installations and provides higher reliability through redundancy. APS and 
SRP share or exchange about 250 miles of fiber optics cable throughout the state. 

7 .  Communications Site Sharing: Agreements with Other Utilities 
Beginning in 1996, APS uses microwave and fiber optics communications to monitor and 
operate its portions of the statewide interconnected power grid. Sharing and exchanging 
communications capacity and space at remote locations among several utilities avoids 
duplications and allows the sharing of costs among participants. This allowed APS to avoid 
building about 5 new microwave sites in remote locations throughout the state. This also 
allowed abandonment of about 10 existing locations, eliminating the need for ongoing site 
maintenance. 

PROPERTY 

CHQ Lease 

Prior to 1995, the lease for our headquarters space at 2 Arizona Center was renegotiated. As a 
result, a levelized lease rate of $7.40 was established. In comparison, the average for Class A 
office space in Phoenix has ranged from $17.41 in 1995 to $23.63 in 2005. The difference 
between the levelized amount and comparable market rates have saved about $7million in 2005, 
and saved about $70 million from 1995 to 2005. 

ENVIRONMENTAL 

Investment Recoverv Services (IRS) 

The company's Investment Recovery Services (IRS) activities at Deer Valley include recycling 
waste materials, selling surplus and scrap materials, and re-using materials in other parts of the 
company. These activitiesnot only produce revenue, they also avoid costs associated with 
purchasing new materials and sending waste materials to landfills. During the period 1996 - 
2005, the total cost savings to the company in the form of revenue from the sale of surplus and 
scrap materials and costs avoided either through returning recovered and refurbished material to 
stores or redeploying surplus material to other areas of the company (materials exchange 0 
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program), or by recycling waste material to avoid landfill costs totaled $23 million. In 2005 the 
amount was approximately $2.3 million. 

SUPPLY CHAIN 

1.  Energy Delivery SCM 
Since 1997, our Delivery Supply Chain Management function, in conjunction with field 
personnel and Engineering, has implemented a variety of cost reduction initiatives. The 
cumulative value of these reductions over the last nine years has exceeded $75 million. 

The following is the list of some of initiatives that were implemented: 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Primary cable jacketing redesign 
Distribution transformers design change for removal redundant fuse 
Meters - removal of unneeded dials 
Change material for cable guards from PVC to Polyethylene 
Payment Terms 
Redesign of Switching Cabinets including clips 
Renegotiations of underground contracts 
APS/SRP leveraged procurement including standardization for cable and 
transformers, Pole line Hardware 
Supplier Managed inventory (cable, switchgear, poles) 
Redesign of 69 KV Cable 
Refurbishment of switching cabinets 
Specification change for PVC Conduits for new formulation 
Reel less Packaging to eliminate wood reels for secondary cable 
Yuma Call Center Contract and cost reductions 
Reverse auction applied for Fiber Optics 
Continued cost reductions in the existing contracts for Meters 
Continued cost reductions in the existing contracts for Distribution Transformers 
Continued cost reductions in the existing contracts for Transformers 
Developing cost models and negotiating cost reductions for ED 1.S contracts 
20 .Re-negotiations for rubber goods, Polymer Pads, and electrical MRO 
materials 

The strategies employed to achieve these cost reductions include: 

Specifications and design changes - Ongoing collaboration between engineering, our 
suppliers and personnel resulted in specification changes and an increase in 
standardization to more common industry standards 

Continuous improvement process changes - resulted in streamlining of supply chain 
processes 

Cost modeling - to identify and better manage cost drivers 
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Negotiations - challenging suppliers to reduce the total cost of ownership. Examples: 
elimination of reel deposits on primary cable rebates on increased material turns, rebates 
due to payment terms, material kitting to reduce handling etc. 

Efficiency - due to the automation of transactions (MLIS) and supplier reduction 

Using refurbished equipment - used equipment is reconditioned and returned to 
inventory 

Leveraging - APS/SRP joint procurement and product standardization 

2. Transportation Services 
Over the last 10 years, active management of our transportation fleet has produced 
significant savings. Measured on a cost per mile basis, the fleet cost per mile in 1995 was 
$1.40 /mile. In 2005, the comparable cost per mile was $1.02 /mile. Moreover, that 27% 
reduction occurred during a period in which many fleet related costs dramatically increased. 
For example, during this same time period the Producers Price Index for major fleet 
expenses increased for unleaded fuels by 274%, diesel fuel by 332%, lubricants by 136%, 
labor by 127%, and truck tires by 11 1%. In 2005, based on total fleet miles driven of about 
28 million miles, savings would be in excess of $ 10 million. Cumulative savings over this 
10 year time period are well in excess of $50 million. , 

This was accomplished in part through the following: 

Long term agreements 
Leasing 
Process improvements 
Increased utilization of vehicles 
Leveraged procurement practices 
Standardization of fleet equipment. 

Aggressive negotiation with vehicle/equipment manufacturers 

I 

INSURANCE 

Self-insurance Savinps 
APS self-insures its auto risks and therefore only purchases catastrophic insurance coverage for 
losses that would exceed $2 million. Self-insuring auto risk in this.manner allows APS to avoid 
paying insurance premiums, pay only the actual cost of auto accidents out of Company funds, 
and pass the cost savings to ratepayers through successfully managing losses from auto 
accidents. APS employs extensive driver training programs as well as strict accident prevention 
policies and procedures to reduce the number of at-fault accidents involving APS vehicles. Over 
the last 10 years, auto insurance premiums for auto policies had APS not self-insured such risk 
,would have been almost $2 million per year. After offsetting the cost of claims and losses, net 
savings over these last 10 years have been over $12 million, In 2005, the estimated net savings 
was just under $2 million. I. 
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, SUMMARY 

As indicated earlier, cost management is an on-going and fundamental business goal that 
permeates the entire Company. These examples illustrate the wide ranging scope of activities 
that have been undertaken and implemented successfully. All of these activities have enabled I 

to reduce our unit costs, excluding fuel, and increase our customer per employee ratio from 86 
1987 to 220 custoiners per employee in 2005. 

‘ 0  
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M A  I N N E R V E  

2150 East Highland Avenue 
Suite 103 
Phoenix, AZ 85016 
Main: 602.889.6600 
Fax: 602.889.6699 
http:llwww mainnerve. c o d  

March 14,2006 

Gail A. Moffet 
APS Infomation Privacy and Security Manager 
Mail Station: 8885 
400 N. 5th Street 
Phoenix, AZ 85004 

In March 2003, APS Management made the commendable decision to subject themselves 
to outside scrutiny of several important networked computing environments. MainNerve, 
Inc. was contracted to perform monthly vulnerability assessments of the external network 
to ensure that the APS external network was not vulnerable to mainstream cyber attacks. 
MainNerve worked with APS and established a security baseline starting in February 
2004 from which future assessments could be based and provide valuable data to APS on 
their security status. 

MainNerve’s methodology for conducting this assessment is shown below: 

APSO9282 
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2 150 East Highland Avenue 
Suite 103 
Phoenix, AZ 85016 
Main: 602.889.6600 
Fax: 602.889.6699 
http://www.mainnerve.com/ 

March 14, 2006 

MainNerve uses both open and commercial tools for the assessments. These tools are 
considered some of the best for vulnerability assessments and include: 

Nmap 
AngryIPScanner 
Nessus 
E-eye Retina Scanner 

A chart showing APS security’s progression in dealing with external threats to the 
network is below. 

APS Total Vulnerabilities 
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During the period from February 2004 to March 2006, MainNerve has observed that the 
number of vulnerabilities has decreased from a high of 33 host vulnerabilities detected in 
April 2004 to 1 in March 2006. There was a spike of activity between September and 
November of 2005 due to new tools that MainNerve introduced that detected other. 0 vulnerabilities but those vulnerabilities have been addressed accordingly. The 
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3 March 14,2006 

vulnerability discovered in March 2006 is not considered a high threat to the APS 
external network. 

The level of improvement indicates that the APS IT Security Team has worked diligently 
with their counterparts within IT to resolve issues that potentially expose the A P S  
network. As an Arizona based company with many of its employees well served by A P S ,  
MainNerve applauds and very much appreciates the foresight, open communication 
environment and self aware leadership embodied at such an important public resource. 

If there are any questions, please contact Gerald Paulino, MainNerve Operations 
Manager, at (602) 889-6622. 

Sincerely, 

Jim O’Shaughnessy 
coo 
MainNerve, Inc. 

http://mainnerve.com
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109 FERC 7 61,271 
UNITED STATES OF AMERICA 

FEDERAL ENERGY REGULATORY COMMISSION 

Before Commissioners: Pat Wood, 111, Chairman; 
Nora Mead Brownell, Joseph T. Kelliher, 
and Suedeen G. Kelly. 

Arizona Public Service Company Docket No. PA04- 1 1-000 

ORDER APPROVING AUDIT REPORT AND 
DIRECTING COMPLIANCE ACTIONS 

(Issued December 16, 2004) 

1. 
Division of Operational Audits (Operational Audits), Office of Market Oversight and 
Investigations. The Report contains Operational Audit staffs findings and 
recommendations with respect to Arizona Public Service Company’s (APS) compliance 
with the Commission’s rules, regulations, and requirements pertaining to transmission 
service. The Commission directs APS to enact the Report’s recommended corrective 
actions, including the payment of $4.0 million related to APS’ unauthorized use of point- 
to-point transmission service. This order is in the public interest because the 
recommendations made in the Report provide appropriate remedies for the identified 
violations, and also require the establishment of strict procedures to help ensure future 
compliance with applicable requirements of law and the Commission’s rules and 
regulations. 

In this order we approve the attached Audit Report (Report) prepared by the 

B ackgIrou nd 

2. 
No. PA04-11-000 announcing that it was commencing an audit to determine whether 
APS was in compliance with: (1) Standards of Conduct and Open Access Same Time 
Information System (OASIS) requirements; (2) Codes of Conduct requirements; and 
(3) APS’ Open Access Transmission Tariff (OATT) provisions. The audit period was 
from January 1,2002, through October 31,2003. 

On November 25, 2003, Operational Audits issued a letter to APS in Docket 

’ APS Open Access Transmission Tariff, Eleventh Revised Volume No. 2 
(April 1, 2002). 

APS 09283 
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3. 
multiple meetings with APS counsel, officials, and staff. APS cooperated with 
Operational Audits in the course of this audit. 

Operational Audits issued data requests, conducted a thorough site visit, and held 

4. We also note that, during the course of the audit and in association with a 
proposed acquisition of assets from PPL Sundance, LLC, APS has proposed to establish 
an independent market monitor. This proposal, which APS states is intended to be 
consistent with the market monitoring plan recently approved for Tucson Electric Power 
Company,2 is now pending before the Commission in Docket No. EC05-20-000.3 If 
approved, the independent monitor will focus on identifying events that cause increases 
in wholesale electricity prices or the foreclosure of competition, will investigate the 
behavior of APS and its affiliates, and will report its findings directly to the Commission 
in a timely manner. 

Discussion 

5. 
rules, regulations, and requirements, and made recommendations to correct the identified 
areas of non-compliance or departures from best practices. 

Operational Audits determined that APS did not fully comply with Commission 

6. The principal Report findings are that APS: 0 
A. Failed to arrange for necessary transmission service when making off- 

system sales. APS, acting as a wholesale power merchant, made off-system 
power sales at trading hubs from system resources, without properly 
requesting, scheduling, and paying for point-to-point (PTP) transmission 
service that was required to support those off-system sales. 

B. Incorrectly treated the Phoenix Valley 230kV system as a single node on its 
transmission system, resulting in the failure to request, schedule, and pay 
for PTP transmission service necessary to serve off-system sales from 
generators physically connected to that system. 

C. Did not post all transmission outages and transmission schedule 
curtailments on APS’ OASIS as required by 18 C.F.R. 0 37.4 (b)(3)(2003) 
and 18 C.F.R. 9 37.6 (e)(3)(2003), respectively. 

I 

UniSource Energy COT-.,  et al., 109 FERC 7 61,047 (2004). 2 

PPL Sundance Energy, LLC, et al., Docket No. EC05-20-000, filed 
I November 22,2004. 
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D. Did not make a timely filing with the Commission subsequent to 
emergency situations that resulted in deviations from the Standards of 
Conduct, consistent with 18 C.F.R. $ 37.4 (a)(2)(2003). 

E. Did not consistently assign the proper status code for transmission service 
requests as prescribed in the Standard & Communication Protocol (S&CP) 
and did not always post reasons for denying transmission service requests 
as required by 18 C.F.R. $ 37.6(e)(2)(i)(2003). 

F. Incorrectly identified the Transmission Provider’s wholesale merchant 
function or affiliate on transmission service requests; and did not provide 
all ancillary service offerings and prices on its OASIS. 

7. 
instances of non-compliance and to help ensure future compliance with the 
Commission’s rules, regulations, and req~irements.~ The major recommendations 
include: 

The Report includes monetary and procedural remedies to address the identified 

A. For its use of unauthorized PTP transmission service, APS will pay 
$4.0 million dollars, determined in conformance with overrun provisions 
contained in APS’ OATT. APS must distribute the $4 million payment in 
the following manner: (1) $2.75 million to upgrade the West Phoenix- 
Lincoln Street 230kV transmission line with high capacity composite 
conductors; and (2) $1.25 million as a contribution to established low 
income energy assistance programs in Arizona. APS must not recover 
these monies from any existing or future wholesale or retail rate recovery 
mechanism, nor may it announce the low income payment as a public 
interest contribution. 

0 

B. APS must file a mitigation plan within 30 days of the issuance of this 
Order. The mitigation plan must subject all off-system sales from units 
affected by the upgrade of the West Phoenix-Lincoln Street 230kV system 
to mitigation until the in-service date of the planned Phoenix Valley 
Transmission Substation 5, expected in 2007. 

The Commission does not have authority under the Federal Power Act to levy 4 

civil penalties for such non-compliance. We strongly endorse Congressional legislation 
that would provide the Commission with additional civil penalty authority for violations 
of our rules, regulations, and requirements. 



20041216-4054 Issued by FERC OSEC 12/16/2004 in Docket#: PA04-11-000 

0 Docket No. PA04- 1 1-000 - 4 -  

C. APS must establish procedures, subject to the approval of Operational 
Audits staff, to ensure that: (1) APS, when acting in its wholesale merchant 
function, requests, schedules, and pays for appropriate transmission 
services to support off-system sales; (2) APS transmission customers are 
charged the appropriate overrun charges for use of transmission service in 
excess of the customers’ reservation amounts; (3) all required information 
is timely posted on APS’ OASIS; and (4) all emergency deviations frnm the 
Standards of Conduct are reported to the Commission and posted to APS’ 
OASIS within 24 hours of the occurrence. APS must file all procedures 
pursuant to this audit in this Docket No. PA04- 1 1-000 within 90 days of the 
issuance of this Order. 

D. APS must make quarterly filings in this Docket No. PA04-11-000 detailing 
its progress in implementing the corrective actions, including the 
contribution to low income energy assistance programs, until all the 
corrective actions are completed. The filings should be made not later than 
30 days after the end of each calendar quarter, beginning with the first 
quarter of 2005. 

The Commission orders: 

0 (A) The attached Report is approved in its entirety without modification. 

(B) APS is directed to implement the corrective action recommended in the 
Report and to submit quarterly reports as discussed in the body of this order, 
commencing with the first quarter of 2005. 

By the Commission. 

( S E A L )  

Magalie R. Salas, 
Secretary. 
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I. EXECUTIVE SUMMARY 

A. Overview 

The Division of Operational Audits within the Office of Market Oversight 
and Investigations has completed an audit of the Arizona Public Service Company 
(APS). The audit covers the period from January 1,2002 through 
October 3 1 , 2003. The audit focused on: 

Compliance with Part 37 of the Commission’s rules, which requires Public 
Utilities to operate the transmission system independently from the 
wholesale merchant function (APS Merchant), and dictates the operation of 
an Open Access Same-Time Information System (OASIS) to ensure that 
all users of the open access transmission system have access to the same 
information. * 
Provision of transmission services consistent with APS’ Open Access 
Transmission Tariffs (OATT).2 

Compliance with the requirements of the Codes of Conduct filed with the 
  om mission.^ 

The time frame for the audit covers a period prior to the effective date of 
Order No. 2004.4 Therefore, the audit measures compliance with then-existing 
rules, regulations, and requirements (e.g., Part 37 of the Commission’s rules), not 
with the requirements of Order No. 2004. Where the audit staff has made 
recommendations for the company’s activities on a going-forward basis, the 
company must ensure that implementation of any such recommendations is 
consistent with all new requirements under Order No. 2004. 

’ 18 C.F.R. Part 37 (2003) 

APS Open Access Transmission Tariff, Eleventh Revised Volume No. 2 
(April 1,2002) 

ER00-2268-000 (April 26,2000) 

Standards of Conduct for Transmission Providers, Order No. 2004,111 FERC 
Stats. & Regs., Regs. Preambles 7 3 1 , 155 (2003) (“Order No. 2004”), order on 
reh’g,, 107 FERC 7 61,032 (“Order No. 2004-A”), order on reh’q, 108 FERC 
T[ 6 1 , 1 18 (2004) (“Order No. 2004-B”). 
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APS migrated to wesTTrans.net, a new OASIS provider on April 1 , 2004. 
The compliance findings identified through the OASIS examination refer to issues 
identified under APS’ previous OASIS. However, a few of these issues have been 
identified as ongoing problems even after the migration to wesTTrans.net. APS 
must ensure that the capabilities of, and their postings to, wesTTrans.net satisfy all 
of the recommendations made in this report, and continue to satisfy all of the 
Commission’s requirements for OASIS posting. 

0 

B. Conclusions 

Based on our assessment of materials provided by APS in response to Data 
Requests, interviews with APS staff, site visits, and review of publicly available 
materials, we determined that APS did not fully comply with Commission rules, 
regulations and requirements. The audit uncovered the following areas of non- 
compliance or departures from best practices: 

Compliance Findings 

1. 

2. 

Failure to Arrange for Necessary Transmission Sewice when Making Of- 
System Sales: The APS wholesale Merchant function (APS Merchant) 
made off-system power sales at trading hubs from system resources, 
without properly requesting, scheduling, and paying for point-to-point 
(PTP) transmission service that was required to support the off-system sale. 

Incorrect Treatment of the 230kV Phoenix Valley System as a Single Node: 
APS incorrectly treated the Phoenix Valley 230kV system as a single node 
on its transmission system. The result is that some off-system sales made 
by generators connected to this system should have been, but were not, 
supported by PTP transmission service. 

5 .  

4. 

5 .  

Public Disclosure of Market Information: APS did not post all 
transmission outages and transmission schedule curtailments on OASIS as 
required by 18 C.F.R. 9 37.4 (b)(3)(2003) and 18 C.F.R. 5 37.6 
(e)(3)(2003), respectively. 

Emergency Deviations: APS emergency procedures did not include a 
timely Commission filing consistent with 18 C.F.R. 0 37.4 (a)(2)(2003). 

Trunsmission Sewice Status: APS did not consistently assign the proper 
status code for transmission service requests as prescribed in the Standard 
& Communication Protocol (S&CP) and did not always post a reason for 
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denying transmission service requests as required by Commission 
regulations. 

6. OASIS Posting Requirements: APS incorrectly identified the Transmission 
Provider’s wholesale merchant function or affiliate on transmission service 
requests and did not provide all ancillary service offerings and prices on its 
OASIS. 

To remedy these concerns, OM01 audit staff makes the following 
recommendations: 

Recommendations Regarding Transmission Services 

1. Failure to Arrange for Necessary Transmission Sewice when Making 
Off-System Sales: APS must make payments for the PTP transmission 
service that the APS Merchant should have reserved and paid for, but 
did not for the period from 1996 through October 2004. The payment, 
totaling $2.1 million, was determined in conformance with APS’ 
OATT. APS must also establish procedures, subject to audit staff 
approval, to ensure that the appropriate transmission services to support 
off-system sales by APS Merchant is requested, scheduled and paid for. 

2. Incorrect Treatment of the 230kV Phoenix Valley System as a Single 
Node: APS must make payments for PTP transmission service that it 
should have reserved to support all of the off-system power sales from 
the two generators connected to the Phoenix Valley 230kV system for 
the period from 1996 through October 2004. The payment, totaling 
$1.9 million, is consistent with the overrun charges embedded in APS’ 
OATT. APS must also establish procedures, subject to audit staff 
review, to ensure that all required paths are properly posted on the 
OASIS. 

3. APS must distribute the $4 million payment associated with its 
unauthorized use of PTP transmission service in the following manner: 
1) $2.75 million to upgrade of the West Phoenix-Lincoln Street 230kV 
transmission line with high capacity composite conductors; and 2) $1.25 
million as a contribution to fund low income energy assistance 
programs in Arizona. 

4. APS must commence work on the upgrade of the West Phoenix-Lincoln 
Street 230kV transmission line within 30 days of the Commission order 
approving the audit report. 



5 .  

6. 

7. 

8. 

APS must file monthly reports with OM01 detailing the status of the 
transmission project, including estimated and actual costs, until APS 
places in-service the upgraded transmission line. 

APS must file a report detailing the distribution of the monies to fund 
low income energy assistance within 30 days of the date of issuance of 
the Commission Order approving the audit report. 

APS must file with OM01 a mitigation plan within 30 days of the 
Commission Order approving the audit report. The mitigation plan 
must subject all off-system sales from units affected by the upgrade of 
the West Phoenix-Lincoln Street 230kV system to mitigation until the 
in-service date of the planned Phoenix Valley Transmission 
Substation 5, expected in 2007. 

APS must submit to OM01 copies of all new and revised procedures 
developed to address our findings and recommendations within 90 days 
of the date of issuance of the Commission Order approving the audit 
report. 

Recommendations Regarding OASIS 

9. Public Disclosure of Market Infomation: APS must develop 
procedures to post all transmission information on its OASIS in a timely 
fashion, and to post all transmission schedule curtailments on OASIS. 
When improper information exchange occurs, APS must make a posting 
on OASIS. In addition, APS should divulge transmission information to 
the APS Merchant only at the same time as such information is made 
available to the public via its OASIS. 

10. Emergency Deviations: APS must strengthen its procedures to ensure 
all emergency deviations from the Standards of Conduct are reported to 
the Commission and posted on its OASIS within 24 hours of the 
occurrence of the emergency. 

1 1. Transmission Sewice Slatus: APS must strengthen its procedures to 
ensure status codes are applied correctly to requested transmission 
service. All transmission service requests should receive a clear, 
concise explanation and code on APS’ OASIS. In addition, APS must 
provide additional training to OASIS staff to reinforce the importance of 
listing reasons for a service denial and assigning the correct request 
status. 
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2. OASIS Posting Requirements: APS must post on its OASIS all required 
information with requests for transmission service relating to affiliates 
and post price for and offers for all ancillary services found in its tariff. 

C. Additional Compliance Efforts Undertaken by APS 

1. Idependent Market Monitor 

Subsequent to the completion of our audit fieldwork, and in association 
with the proposed acquisition of assets from PPL Sundance, LLC, APS began the 
process of establishing an independent market monitor for Arizona. The 
independent monitor will focus on identifying events that cause increases in 
wholesale electricity prices or the foreclosure of competition, and will investigate 
the behavior of APS and its affiliates with regards to the identified events. The 
monitor will make quarterly reports to the Commission, and will immediately and 
directly report any identified anticompetitive behavior it observes. 

APS’ market monitoring plan addresses the major concerns identified by 
our audit, and we believe that the plan will help ensure APS’ compliance with the 
Commission’s requirements. 

2. New Coi?zpliance Department 0 
APS proactively revamped the company’s compliance department effective 

November 1,2004. The company created a new position of Director of 
Regulatory Compliance, who will manage a full time staff of seven. The Director 
will report to the Executive Vice President for Customer Service and Regulation. 

The Department of Regulatory Compliance will assign dedicated 
employees to oversee compliance in the daily operations of the APS merchant and 
transmission functions. 

The Director is responsible for ensuring compliance with all aspects of 
State and Federal utility regulatory requirements, including compliance with Order 
2004 and the implementation of procedures to address the recommendations made 
within this report. 

The Director will file semi-annual reports with Operational Audits 
commencing at the end of the first semi-annual period in calendar year 2005, for a 
period of two years, detailing APS’ compliance with the findings made within this 
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report and APS’ ongoing compliance efforts in general. These semi-annual filings 
may be extended at Operational Audit’s discretion. e 
D. Audit Objective 

Our objective was to determine whether and how APS and its subsidiaries 
and affiliates are complying with: 1) The requirements of the Standards of 
Conduct and Open Access Same Time Information System (OASIS); 2) Codes of 
Conduct; and 3) APS’ Open Access Transmission Tariff (OATT). 

E. Background 

The APS Merchant capitalizes on the flexibility of serving native load from 
various generation resources to allow it to sell power at trading hubs adjacent to 
APS’ control area without having to procure PTP transmission service. 

APS’ control area is located in Arizona, adjacent to the Four Comers and 
Palo Verde trading hubs. Through the use of Network Service, the APS Merchant 
is able to serve its native load from a variety of network resources, including off- 
system purchases and generators located within the APS system. Many of the 
generators designated by the APS Merchant as network resources are located at 
the trading hubs on the border of APS’ system and at other points of 
interconnection. 

e 
To serve off-system sales without utilizing PTP transmission service, the 

APS Merchant designates the APS border generators as the source and delivery 
point of off-system sales and physically serves its network load with other units 
located within the APS system. The pricing for off-system sales and network load 
service may be based on units other than those physically providing the service. 
APS has told audit staff that it dispatches its network resources so that costs to 
serve native load and make off-system sales are minimized, subject to constraints. 

When APS makes off-system sales, it treats most off-system sales as 
physically coming from the generating units located at the trading hubs that serve 
as the point of delivery (POD) for the off-system sale, meaning that no 
transmission service is necessary to support the sale. However, when the power to 
support an off-system sale was not provided from units located at the POD, then 
APS would have needed to request and pay for PTP transmission service from the 
appropriate generator bus to the POD to support the off-system sale. For example, 
when APS wants to sell 50 MW at Palo Verde, it may ramp up a unit located in 
the Phoenix Valley system (not a border location) by 50MW to serve network 
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load. After ramping up this unit, APS will sell 50 MW off-system without 
reserving or paying for PTP service because it treats the Palo Verde unit as 
physically providing power for the off-system sale, and treats the Phoenix Valley 
system unit as physically providing power to APS' native load customer. 

0 

APS' Merchant, as a network customer of the APS transmission system, 
with a portfolio of generation located at trading hubs, is able to market its excess 
power without the need to procure PTP transmission service. Under the principles 
of APS' OATT, other generators that are not network customers must strictly 
match points of receipt and points of delivery in PTP reservations to enact a power 
sale across the APS control area. 

APS' flexibility is exemplified by the case of Pinnacle West Energy 
Corporation's (PWEC) West Phoenix unit. During Track B months (June through 
September), these units are designated as Network Resources and their output can 
be used by the APS Merchant as part of the APS off-system sales strategy 
discussed above, where APS uses its border units for off-system sales without 
incurring PTP transmission charges and uses internal units to serve its load. 
During non-Track B months, this unit cannot be used to serve network load, and 
cannot be used as part of the A P S  displacement portfolio. Therefore, during non- 
Track B months, the West Phoenix unit does not have the flexibility of APS' 
network resources. When these units are economic and can make sales, the power 
for these sales must be sourced off the West Phoenix units, which requires PTP 
transmission from the generator source to the point of delivery for the sale. 

0 
APS' actions are not in violation of the terms of its OATT, but APS must 

ensure that it complies with the requirements of the OATT in making these types 
of transactions. As discussed below, APS did not always comply with the tariff 
requirements for PTP transmission service. 
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0 11. COMPLIANCE FINDINGS AND RECOMMENDATIONS 

1. Failure to Arrange for Necessary Transmission Service when 
Making Off-System Sales 

APS’ wholesale Merchant function (APS Merchant) did not request and 
pay for PTP transmission service, consistent with its OATT, to support some of 
the off-system power sales it made at trading hubs where APS system resources 
are directly connected. 

Background 

The APS Merchant’s portfolio of generation assets includes a number of 
units that we characterize as border units- located at buses on the transmission 
system that are also trading points or points of interconnection with other 
transmission systems. APS’ border units deliver power directly to wholesale 
customers at Palo Verde, Four Corners, Saguaro, and Navajo. These trading 
points are major points of interconnection between APS and other transmission 
owners. 

The border units can deliver power at these trading points without requiring 
the APS Merchant to contract for transmission service. In contrast, power delivery 
from APS’ non-border units would require the APS Merchant to contract for 
transmission service. Under APS’ OATT, the transmission service used to support 
off-system sales must be PTP service. 

0 

APS Merchant acknowledged the advantage of making off-system sales 
from units at a border location, i. e., the APS Merchant would not have to request 
or pay for transmission service. This raised the concern for audit staff that the 
APS Merchant might have used the APS transmission system in a manner that was 
inconsistent with the requirements of APS’ Open Access Transmission tariff 
(OATT), e.g., by using unauthorized PTP transmissions service to make off- 
system sales. 

To determine whether APS was using its transmission system improperly 
when making off-system sales at border locations, we instructed APS to perform a 
detailed transactional analysis of its off-system sales. This data analysis identified 
several transactions totaling thousands of MWhs where APS made off-system 
sales without the required PTP transmission service. 
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The analysis conducted for the period commencing with the inception of 
open access’ (1 996) through October 2004, revealed that in a number of hours, 
APS’ share of the border generating units’ output was insufficient to support the 
volume of the sales at the trading hub. In fact, there were instances identified 
where the number of MWh sold by the APS Merchant in an hour at these trading 
hubs exceeded the generators’ total available capacity, which APS attributed to 
human error by the traders. 

Where this deficiency occurred, APS would have been required to serve the 
balance of the off-system sale from units not directly connected to the point of 
delivery (POD). Under the terms of the APS Open Access Transmission Tariff 
(OATT), PTP transmission service is required for deliveries of power to off- 
system third parties on the APS transmission system. 

The evidence we reviewed indicates that the APS Merchant did not procure 
or otherwise arrange for PTP transmission service when necessary to cover for 
these deficiencies. In effect, APS used unauthorized PTP transmission service to 
transport power across the APS system to serve the off-system, third-party sales. 

The evidence also indicates that APS was the only customer in the APS 
control area able to capture the benefits of PTP transmission service without 
having to reserve, schedule, or pay for such service. For other customers taking 
service under the OATT, APS imposes a charge for unauthorized use of 
transmission service.6 This charge is set equal to two (2) times the maximum 
allowable rate for the overrun, which is the difference between the maximum 
integrated hourly amounts of transmission service actually used by the customer 
less the amount of transmission service the customer has reserved for such hour. 

APS contends that its failure to arrange and pay for PTP transmission 
service was inadvertent. APS maintains that a lack of procedures to ensure that 

’ Promoting Wholesale Competition Through Open Access Non-Discriminatory 
Transmission Services by Public Utilities; Recovery of Stranded Costs by Public 
Utilities and Transmitting Utilities, FERC Stats. & Regs. 7 3 1,036 (1 996) 
(hereinafter cited as “Order No. 888”), order on reh’g, FERC Stats. & Regs. 7 
3 1,048 (1 997) (hereinafter cited as “Order No. 888-A”), order on reh’q, 8 1 FERC 
$I 61,248 (1 997), order on reh’q, 82 FERC 7 6 1,046 (1 998), affd in relevant part 
sub nom. Transmission Access Policy Study Group v. FERC, 225 F.3d 667 (D.C. 
Cir 2000), aff d sub nom. New York v. FERC, 535 U.S. l(2002) 

APS Open Access Transmission Tariff, Eleventh Revised Volume No. 2 (April 1,  6 

2002); Schedule 7 Paragraph 7. 
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border generators were producing at a level sufficient to accommodate off-system 
sales resulted in these violations. 

According to APS, on many of the identified occasions, system reliability 
operators, for non-emergency operational purposes, ramped down the border units 
that were supposed to be servicing the off-system sales to levels below the sales 
commitments of the APS Merchant. Additionally, APS also says that the 
instances where traders in the APS Merchant committed to sell more power from 
the border gencrators than APS’ share of the generators’ output were due to 
isolated errors by traders. 

We were concerned that transmission service to third-party customers may 
have been affected by APS’ actions. We analyzed available OASIS data for a 
sample of the period to determine if other customers’ service requests were 
denied, curtailed, or reduced, at times when APS improperly used transmission 
service. We did not find any evidence that other customers’ transmission service 
was affected. However, competition in energy markets may have been impacted, 
given that in some cases APS was able to avoid the required PTP transmission 
charges. 

Although the impacts on energy markets are unobservable given the lack of 
available historical information relating to sales offers at the various trading hubs, 
APS Merchant’s avoidance of the necessary PTP charges may have afforded it a 
competitive advantage over other power marketers with otherwise lower cost and 
more efficient power to sell. 

0 

APS calculated the estimated total transmission overrun associated with its 
unauthorized use of PTP transmission service. These calculations, made in 
accordance with schedule 7 of the APS OATT7, totaled $2.1 million, covering the 
period from July 1996 through October 2004. 

Commission Regulations and Requirements 

APS OATT’ Part 11: Point-to-Point Transmission Service: APS will 
provide Firm and Non-Finn Point-to-Point Transmission Service pursuant 
to the applicable terms and conditions of [the] Tariff. Point-to-Point 
Transmission Service is for the receipt of capacity and energy at designated 

Schedule 7 of the APS OATT sets this charge equal to two (2) times the maximum 

APS Open Access Transmission Tariff, Eleventh Revised Volume No. 2 (April 

7 

allowable rate for the overrun. Id. 

1 1.20021. l o  
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Point(s) of Receipt and the transmission of such capacity and energy to 
designated Point(s) of Delivery. 

APS OATT9 SCHEDULE 7 Paragraph 7: Overrun of Reserved 
Transmission Capacity: APS will assess a charge for unauthorized use of 
transmission service at a rate equal to two times the maximum allowable 
amount (“the overrun”), which shall be the difference between the 
maximum integrated hourly amount of transmission service actually used 
by the customer less the amount of transmission service the customer has 
reserved for such hour. The transmission customer will incur the charge for 
maximum hourly overrun during the calendar month or for the period of 
transmission service if such service is for a term less than one month. 

Recommendations 

We recommend APS: 

1. Establish written procedures for the APS Merchant to ensure that on a 
going-forward basis, PTP transmission service is reserved for all sales 
of off-system power serviced from any unit not directly connected to 
the point of delivery. 

2. Establish written procedures for the APS Transmission to ensure that 
transmission customers are charged the appropriate overrun charges 
for use of transmission service in excess of the customers’ reservation 
amounts. 

3. Pay $2.1 Million in overrun charges to upgrade the West Phoenix- 
Lincoln Street 230kV transmission line with composite conductors. 
Work on the upgrade must commence within 30 days of the 
Commission order approving the audit report. APS must file monthly 
reports with OM01 detailing the status of the transmission project, 
including estimated and actual costs, until the in-service date of the 
upgraded line and verify capacity additions. 

I 

4. APS must not recover the monies paid in association with 
recommendation 3 above through any existing or future wholesale or 
retail rate recovery mechanism. 

Id. 

I 0 
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2. In rrect Tre tm nt f the 230kV Phoenix Valley System as a 
Single Node 

APS incorrectly treated the Phoenix Valley 230kV system as a single node 
on its transmission system. The result is that off-system sales made by generators 
connected to the Phoenix Valley system should have been, but were not, supported 
by PTP transmission service. 

Background 

In the course of analyzing transactional data in response to our questions 
concerning APS' off-system sales, APS discovered that its treatment of the 
Phoenix Valley 230kV system as a single node was not consistent with the 
Commission's requirements. Upon making this discovery, APS notified us of this 
inconsistency and promptly took steps to come into compliance. 

APS owns two generators interconnected to the Phoenix Valley 230kV 
System - Ocotillo and West Phoenix. During the period that APS Transmission 
treated this system as a single node", it considered generation from either of those 
plants to be delivered at either West Wing (WW) or Pinnacle Peak (PP), 
effectively treating those units as physically and directly connected to those points 
of interconnection. Neither generator was directly connected to WW or PP. 

We checked APS' OASIS and determined that the APS transmission 
function had not posted the individual paths that comprise this system on its 
OASIS as required by 18 C.F.R. 37.6(b)(I)(i)(2003). 

We have determined based on the location of the APS units interconnected 
on this system that PTP transmission service should have been purchased in 
accordance with Part I1 of the APS OATT for all off-system third party sales of 
power made from these units and delivered over the Phoenix Valley 230kV 
System. 

During the course of our audit, we reviewed off-system sales transactions 
from Ocotillo and West Phoenix delivered at West Wing and Pinnacle Peak and 
determined that the APS Merchant used unauthorized PTP transmission service to 
transmit the power associated with hundreds of these sales, totaling thousands of 
MWhs. 

lo July 1996 through June 30,2004. 
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We understand from APS that this problem has existed since the inception 
of open access. APS therefore extended the transactional analysis to cover the 
entire time period from the effective date of Order No. 888 through the present. 

0 

The treatment of this portion of the APS system as a single node raises 
some concerns. APS Merchant failed to procure or otherwise arrange for PTP 
transmission service for sales from Ocotillo and West Phoenix that were delivered 
at WW and PP. As a result, the APS Merchant did not incur a PTP transmission 
charge for these sales. Although no other transmission customers were denied 
service as a result of this error, this cost avoidance may have provided the APS 
merchant with a potential advantage over other power marketers trying to sell 
power to those locations. And by not posting the required paths on the OASIS, the 
APS transmission function undermined the transparency of the transmission 
system. 

Although the impacts on energy markets are unobservable given the lack of 
available historical information relating to sales offers at West Wing and Pinnacle 
Peak, APS Merchant’s avoidance of the necessary PTP charges may have afforded 
it a competitive advantage over other power marketers with otherwise lower cost 
and more efficient power to sell. 

As a result of our audit, on June 30,2004, APS Transmission changed the 
necessary postings on its OASIS to ensure that the required paths were posted and 
to allow the APS Merchant and all other transmission customers the ability to 
make reservations for PTP transmission service on those paths. Whereas APS 
previously posted only a single node for the 230kV Phoenix Valley system, the 
audit has led to the posting of the following 20 transmission paths which are now 
available to all open access customers: 

1. W/AZPS/AZPS-AZPS/WESTPHX23O-FOURCORNE23 O/ 
2. W/AZPS/AZPS-AZPS/WESTPHX23O-FOURCORNE345/ 
3. W/AZPS/AZPS-SRP/WESTPHX23O-JOJOBA500/ 
4. W/AZPS/AZP S -AZPS/WESTPHX23 0-KY RENE23 O/ 
5. W/AZPS/AZPS-AZPS/WESTPHX230-MOENKOPI500/ 
6 .  W/AZPS/AZPS-AZPS/WESTPHX23 0-NAVA J05 00/ 
7.  W/AZPS/AZPS-SRP/WESTPHX230-PALOVERDE500/ 
8. W/AZPS/AZPS-AZPS/WESTPHX230-PINPKAPS230/ 
9. W/AZPS/AZPS-SRP/WESTPHX230-RUDD230/ 
10. W/AZPS/AZPS-AZPS/WESTPHX23O-WESTWING230/ 
1 1. W/AZPS/AZPS-AZPS/WESTPHX23 0- WEST WING5 00/ 
12. W/AZPS/AZPS-AZPS/OCOTILL069-FOURCORNE23 O/ 
13. W/AZPS/AZPS-AZPS/OCOTILLO69-FOURCORNE345/ 
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1 4. W/AZP S/AZP S -AZP S/OCOTILL069-KY RENE2 3 O/ 
15. W/AZPS/AZPS-AZPS/OCOTILLO69-NAVAJO500/ 
I 6. W/AZPS/AZPS-SRP/OCOTILLO69-PALOVERDES 00,' 
1 7. W/AZP S/AZPS-AZPS/OCOTILLO69-PINPKAPS2 3 O/ 
1 8. W/AZPS/AZPS-SRP/OCOTILLO69-RUDD230/ 
19. W/AZPS/AZPS-AZPS/OCOTILLO69-WESTWING230/ 
20. W/AZPS/AZPS-AZPS/OCOTILL069-WESTWING500/ 

We view APS Transmission treatment of the Phoenix Valley System as a 
single node on their transmission system as a violation of the Commission's 
posted path requirements", and APS Merchant's use of unauthorized PTP 
transmission service as a violation of the APS tariff. According to APS, since the 
posting of these paths, no transmission customers - other than the APS Merchant - 
have requested service over these paths. 

APS calculated the estimated total transmission overrun associated with its 
unauthorized use of PTP transmission service. These calculations, made in 
accordance with schedule 7 of the APS OATT12, totaled $1.9 million, covering the 
period from July 1996 through October 2004. 

Commission Regulations and Requirements 

18 C.F.R. 3 37.6(b)(l)(i)(2003) Definition of Posted Path: Posted path 
means any control area to control area interconnection; any path for which 
service is denied, curtailed or interrupted for more than 24 hours in the past 
12 months; and any path for which a customer requests to have ATC or 
TTC posted. 

18 C.F.R. 9 37.6(e)(l)(i)(2003) Posting specific transmission and 
ancillary service requests and responses: All requests for transmission 
and ancillary services offered by Transmission Providers under the pro 
forma tariff, including requests for discounts, must be made on the OASIS, 
and posted prior to the Transmission Provider responding to the request, 
except as discussed in paragraphs (e)(l) (ii) and (iii). 

' I  18 C.F.R. 9 37.6(b)(l)(i)(2003) 

maximum allowable rate for the overrun. APS Open Access Transmission Tariff, 
Schedule 7 of the APS OATT sets this charge equal to two (2) times the 12 

I 

Eleventh Revised Volume No. 2 (April 1, 2002). 
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APS OATT13 Part 11: Point-to-Point Transmission Service: APS will 
provide Firm and Non-Firm Point-to-Point Transmission Service pursuant 
to the applicable terrns and conditions of [the] Tariff. Point-to-Point 
Transmission Service is for the receipt of capacity and energy at designated 
Point(s) of Receipt and the transmission of such capacity and energy to 
designated Point(s) of Delivery. 

OATT SCHEDULE 7, Paragraph 7:14 Overrun of Reserved 
Transmission Capacity: APS will assess a charge for unauthorized use of 
transmission service at a rate equal to two times the maximum allowable 
amount (“the overrun”), which shall be the difference between the 
maximum integrated hourly amount of transmission service actually used 
by the customer less the amount of transmission service the customer has 
reserved for such hour. The transmission customer will incur the charge for 
maximum hourly overrun during the calendar month or for the period of 
transmission service if such service is for a term less than one month. 

Recommendations 

APS must: 

5.  Establish written procedures for the APS Merchant to ensure that on a 
going-forward basis, PTP transmission service is reserved for all sales 
of off-system power serviced from any unit not directly connected to 
the point of delivery. 

6. Establish written procedures for the APS Transmission to ensure that 
all required paths are properly posted on the OASIS. 

7. Post all required paths comprising the 230-kV Phoenix Valley System 
to its OASIS. 

8. Pay $1.9 Million in overrun charges. APS must distribute the 
$1.9 million payment associated with its unauthorized use of PTP 
transmission service in the following manner: 1) $650 thousand to 
upgrade of the West Phoenix-Lincoln Street 230kV transmission line 
with composite conductors; and 2) $1.25 million as a contribution to 
fund low income energy assistance programs in Arizona. 

APS Open Access Transmission Tariff, Eleventh Revised Volume No. 2 (April 13 

1, 2002). 
l4  Id. 
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9. Commence work on the transmission upgrade within 30 days of the 
Commission order approving the audit report. APS must file monthly 
reports with OM01 detailing the status of the transmission project, 
including estimated and actual costs, until the in-service date of the 
upgraded line. 

10. File a report with the Commission detailing the distribution of the 
$1.25 million contribution, within 90 days of the date of issuance of 
the Commission Order approving the audit report. 

1 1. Must not recover the monies paid in association with 
recommendation 8 above through any existing or future wholesale or 
retail rate recovery mechanism. 
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3. Public Disclosure of Market Information 

APS did not post all transmission outages and transmission scheduled 
curtailments on OASIS as required by 18 C.F.R. 0 37.4 (b)(3)(2003) and 18 C.F.R. 
0 37.6 (e)(3)(2003), respectively. 

Background 

We were concerned that APS might have given the APS Merchant access to 
market-valuable transmission information before that information was provided to 
other market participants via the OASIS. APS posted short duration “unplanned” 
outages and transmission schedule curtailments on the Western Electric 
Coordinating Council’s member site (wecc.net) rather than on APS’ OASIS site. 
APS’ Power Operations manager explained that the APS control area is operated 
to absorb unplanned outages that last less than one hour, with the APS Merchant 
absorbing any necessary curtailments. APS believes that system reliability is not 
in jeopardy during a transmission outage that lasts less than one hour, so only a 
wecc.net posting is required.I5 

If APS Merchant has knowledge of transmission outages, then APS is 
required to make all market participants aware of the outages at the same time. 
The APS Merchant stated that they received phone calls from the APS generation 
or scheduling desks when transmission outages and/or curtailments occurred 
within the APS control area. This suggested that APS Merchant employees knew 
about short duration transmission outages as they occurred and thus APS should 
have made other transmission customers simultaneously aware of the outages. 

We are concerned that market participants do not check wecc.net for outage 
information and that some market participants may not have access to wecc.net. 
As a result, posting short duration transmission outages on wecc.net does not 
satisfy the requirement to make all market participants aware of transmission 
outages at the same time APS Merchant is made aware of the outages. This 
concern is based on interviews with APS Merchant employees who revealed that 
they observe and gather market information on OASIS sites and not wecc.net. In 
addition, APS did not retain documentation to indicate when transmission outages 
were posted on wecc.net, so we cannot verify that the market was aware of 

APS’ “unplanned” outages and curtailments that persist longer than an hour are 15 

posted to the APS OASIS site immediately following the lapse of 60 minutes. 
APS’ “planned” outages and curtailments are also posted to the APS OASIS for 
all participants to view. 
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transmission outages at the same time as the APS Merchant, even if the market 
regularly checked wecc.net. Additionally, wecc.net is available only to members 
of the Western Electric Coordinating Council (WECC). Any APS transmission 
customer who is not a member of WECC would not have access to the outage 
postings. 

During the scope of the audit, APS had 5 1 unplanned outages that were not 
posted to the APS OASIS. Eleven of the 51 unplanned outages lasted more than 
one hour and were never posted to the APS OASIS, despite APS’ policy to post on 
its OASIS outages of more than one hour in duration. It does not appear that 
transmission customers were affected by the lack of posting during these 
11 outages, as APS did not deny any transmission service requests during any of 
the outages. 

We are also concerned that APS did not appropriately post some 
transmission schedule curtailments resulting from short duration transmission 
outages. During the scope of the audit, APS identified 96 transmission schedule 
curtailments that were posted to its OASIS that may or may not have been posted 
on wecc.net. However, only 32 of those provided by APS match the 102 OASIS 
posted curtailments queried by staff on the APS OASIS. In the event of a 
curtailment, APS is required to report the curtailment and relevant transmission 
information on OASIS. Thus, for any outage that resulted in a curtailment, posting 
the outage on wecc.net rather than OASIS was not sufficient, even if the APS 
Merchant was or was not aware of the outage. 

0 

Commission Regulations and Requirements 

APS Merchant employees access to information about outages not posted 
on OASIS is inconsistent with 18 C.F.R. 8 37.4 (b)(3)(2003) which stipulates that 
merchant function employees shall not have access to or obtain any information 
concerning the transmission system that is not at the same time available to all 
OASIS users. 

Furthermore, 18 C.F.R. Section 37.4(b)(4)(2003) states that employees 
engaged in the transmission function may not disclose to employees engaged in 
wholesale merchant functions any information concerning the transmission system 
through non-public communications conducted off-OASIS. 

According to 18 C.F.R. 0 37.6 (e)(3)(2003), APS is required to “post notice 
of the curtailment or interruption on the OASIS, and the Transmission Provider 
must state why the transactions could not be continued or completed.” 
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Recommendations 

APS must: 

12. Develop procedures to post all transmission information, “planned” 
and “unplanned,” on the APS OASIS site in a timely fashion and 
when improper information exchange occurs make a posting in 
accordance with 18 C.F.R. 0 37.4 (b)(4)(2003). 

13. Divulge all transmission information to the wholesale merchant 
function at the same time as the general public via the APS OASIS 
site and wecc.net, simultaneously. 

14. Develop procedures to post all curtailments on the APS OASIS site in 
accordance with 18 C.F.R. 0 37.6 (e)(3)(2003). 
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4. Emergency Deviations 

APS emergency procedures did not include a timely Commission filing 
consistent with 18 C.F.R. 8 37.4 (a)(2)(2003). 

Background 

APS experienced one emelgency situation during the scope of the audit that 
required system reliability to be handled by the APS Merchant. On April 30, 
2002, the APS Energy Control Center (Le. the transmission control room) was 
evacuated for 30 minutes due to a fire alarm. APS followed its procedures and 
promptly posted the emergency deviation from Standards of Conduct to its OASIS 
site. However, the emergency was never reported to the Commission. 

Discussions with APS staff revealed a lack of awareness that Transmission 
Providers are required to notify the Commission when emergency deviations 
occur. We identified APS ’ departure from the Commission’s requirements during 
our audit fieldwork; APS had recognized the deficiency and developed procedures 
that included timely Commission notification within 24 hours of the emergency 
event. As a result of our audit, APS developed written procedures to ensure timely 
Commission filing subsequent to emergency deviations. These procedures were 
tested in July 2004 when APS experienced two emergency situations. Following 
its newly established written procedures, APS made timely filings with the 
Commission within 24 hours of each event. l6 

Commission Regulations and Requirements 

18 C.F.R. 5 37.4 (a)(2)(2003) requires Transmission Providers to report to 
the Commission and on its OASIS each emergency that results in deviation of its 
Standards of Conduct with 24 hours of such an event. 

Recommendations 

APS must: 

15. Ensure all emergency deviations from the Standards of Conduct are 
reported to the Commission and posted to its OASIS within 24 hours 
of incident’s emergence. 

I l 6  EY04-5-000 and EY04-7-000 

I O  
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5. Transmission Service Status 

APS did not consistently assign the proper status code for transmission 
service requests as proscribed in the Standard & Communication Protocol (S&CP) 
and did not always post a reason for denying transmission service requests as 
required by Commission regulations. 

Background 

APS has, in some instances assigned the wrong status to transmission 
service request. We reviewed all refused, declined, and invalid transmission 
service requests that entered the request queue during the months of August 2002 
and 2003. Of the 53 requests we reviewed, half were assigned the incorrect status 
codes. The assignment mistakes fall into one of three categories: 

APS assigned the status code “refused” rather than “invalid” when 
customers requested the wrong transmission path or provided an incorrect 
start and stop time; 

0 APS assigned the status code “invalid” rather than “refused” when 
customers requested service on a path that did not have sufficient ATC; and 

APS assigned the status code “declined” rather than “invalid” when 
customers provided an incorrect start and stop time for a transmission 
service request. 

APS’ use of incorrect status codes led staff to further test the information 
provided on wesTTrans.net. For April 1,2004 through May 17,2004, APS 
assigned a status of refused, invalid or declined to a total of 1 13 service requests. 
Of these 1 13 requests, 32 requests were incorrectly coded. 

APS also failed to provide a sufficient reason for refused requests in some 
instances. Of the 62 refused requests queued between April 1,2004 and May 17, 
2004,22 potentially contained unacceptable reasons, and 11 did not provide an 
explanation for denial at all. The protocols found in Standards and 
Communication Pvotocols fov OASIS dictate that the status “refused” is assigned 
to indicate that the “service request has been denied due to lack of availability of 
transmission capability.” The seller comment and status comment field should be 
used to provide information sufficient to inform the transmission customer’s 
decision-making process, and should include information of a transient nature that 
causes ATC to be zero for short periods of time. 

21 

http://wesTTrans.net


Commission Regulations and Requirements 

18 C.F.R. $37.6(a)(4)(2003) dictates that the information posted on the 
OASIS be in such detail and have such capabilities to allow transmission 
customers to clearly identify the degree to which transmission service requests or 
schedules were denied or interrupted. This provision requires APS to assign 
transmission status request status in a manner consistent with the protocols found 
in OASIS Standards and Communications Protocol (S&CP), Versions 1.4 1. The 
S&CP states that: 

“Refused” is assigned to indicate the service request has been denied due to 
lack of availability of transmission capability; 
“Invalid” is assigned to indicate an invalid field in the request, such as 
improper POR, POD, source, sink, etc.; and 
“Declined” is assigned to indicate that the terms and conditions, such as the 
BID PRICE, are unacceptable and that negotiations are terminated or that 
contractual terms and conditions have not been met. 

18 C.F.R. 6 37.6 (e)(2)(i)(2003) states that the responsible party must 
provide the reason for denial as part of any response to a transmission service 
request. 

Recommendations 

APS must: 

16. Strengthen procedure(s) to ensure status codes are applied correctly to 
requested transmission service. 

17. Provide additional and periodic follow-up training to OASIS staff to 
reinforce the importance of listing a reason for a service denial and 
assigning the correct request status. 

18. Post a clear, concise explanation for all transmission service requests 
coded as denied, invalid, or declined on wesTTrans.net. 
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6. OASIS Posting Requirements 

APS incorrectly identified the Transmission Provider’s wholesale merchant 
function or affiliate on transmission service requests and did not provide all 
ancillary service offerings and prices on its OASIS. 

Background 

Before April 1, 2004, APS maintained an OASIS &el7 that hosted the 
OASIS sites for Puget Sound Energy, Inc.; Tucson Electric Power Company; 
Southwest Transmission Cooperative, Inc.; and APS (AZPS OASIS). On April 1, 
2004, APS switched from its previous OASIS system to wesTTrans.net. 

By changing OASIS systems at a date beyond the scope of this audit, the 
compliance exceptions identified through a review of APS’ previous OASIS 
would need to be compared with the current system to ensure that the 
recommended course of action to rectify the areas of non-compliance account for 
the inherent differences between the two OASIS systems. 

After reviewing both APS’ “old” OASIS and its postings on 
wesTTrans.netI8, we identified the following areas of non-compliance with the 0 Commission’s OASIS requirements: 

1. APS failed to identify transmission service requests that involved the APS 
Merchant or affiliates. 

18 C.F.R. 0 37.6 (c)(4) (2003) sets forth the required information that 
Transmission Providers are required to post on the OASIS in association with 
requests for transmission and ancillary services. Among these requirements, 
Transmission Providers must identify whether the Customer is the Transmission 
Providers’ wholesale merchant function or an affiliated power marketers. 

A review of transmission service requests received both through APS’ 
previous OASIS and wesTTrans.net revealed that it did not properly identify 
requests for transmission service submitted by APS Merchant or the affiliated 
power marketer Pinnacle West Energy Corp. 

2. APS did not post on the OASIS all ancillary services contained in its OATT. 

Historical data is still available on the ‘old’ OASIS site located at 
http://www.azpsoasis.com/ 

http://www.westtrans.net 
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A review of the posted ancillary services and prices associated with those 
services on AZPS OASIS revealed that APS did not post all ancillary services it 
offers under its filed OATT. We determined that APS did not post any of the 
retail class ancillary services under schedules 1, 3, 5 and 6 required of Retail 
Network Integration Transmission Customers taking service under part IV of the 
APS OATT. 

Additionally, APS did not post any ancillary services offered to customers 
of Operating Reserve Service, including: 1) unbundled regulation and frequency 
response; 2) unbundled spinning reserve; and, 3) supplemental reserve. 

WesTTrans.net contained fewer postings for ancillary services than the 
AZPSOASIS. APS only posted two services on wesTTrans.net: 1) scheduling, 
system control and dispatch service; and, 2) reactive supply and voltage control 
from generation sources service. Other services contained within the APS OATT 
were not posted on wesTTrans.net. 

Commission Regulations and Requirements 

18 C.F.R. 0 37.6 (c)(4)(2003) requires, for any transaction for transmission 
service agreed to by the transmission provider and a customer, the Transmission 
Provider must post on the OASIS, among other things, identification of whether 
the transaction involves the Transmission Provider’s wholesale merchant function 
or any affiliate. 

18 C.F.R. 0 37.6 (d)(1)(2003) requires that any ancillary service required to 
be provided or offered under the pro forma tariff must be posted with the price of 
that service. 

Similarly, 18 C.F.R. 8 37.6 (d)(3)(2003) requires, for any transaction for 
ancillary service agreed to by the transmission provider and a customer, the 
transmission provider must post on the OASIS, among other things, identification 
of whether the transaction involves the transmission provider’s wholesale 
merchant function or any affiliate. 

18 C.F.R. 0 37.6 (e)( l)(iv)(2003) requires, for processing a request for 
transmission or ancillary service, the transmission provider or someone to whom 
the task has been delegated shall post, among other things, whether the 
Transmission Provider’s wholesale merchant function or any affiliate is the same 
information as required in 3 37.6 (c)(4) and 0 37.6 (d)(3) requesting the service. 
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i O  Recommendations 

APS must: 

19. Post on wesTTrans.net all required information with requests for 
transmission service relating to affiliates as required in 
18 C.F.R. 5 37.6 (e)(l)(iv)(2003). 

20. Post prices for and offer all ancillary services found within its tariff on 
wesTTrans.net. 
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APS Monitoring Report: October - December 2005 Overview 

I. OVERVIEW 

This is the market monitoring report €or the months October through December 2005 on the 

Arizona Public Service Company (“APS”). In connection with A P S ’ s  acquisition of the 450 

M W  Sundance Generating Station from PPL EnergyPlus in FERC Docket No. EC05-20-000, the 

Federal Energy Regulatory Commission approved APS’s market monitoring plan and its 

selection of Potomac Economics as the independent market monitor. 

The market monitoring plan is designed to detect any anticompetitive conduct by APS from 

operation of the company’s transmission system, including any transmission impacts from APS’s 

generation dispatch. As stated in the plan: 

The Market Monitor shall provide independent and impartial monitoring 
and reporting on: (1) generation dispatch of APS and the resulting 
scheduled loadmgs on constrained transmission facilities in relevant areas; 
(2) details on binding transmission constraints in the relevant areas, such as 
transmission refusals, or other relevant information; (3) operating guides 
and other procedures designed to relieve transmission constraints in the 
relevant areas and the effectiveness of these guides or procedures in 
relieving constraints; (4) information concerning the volume of transactions 
and prices charged by APS in the electricity markets affected by APS 
before and after A P S  implements redispatch or other congestion 
management actions; ( 5 )  the calculation of Available Transmission 
Capability (‘IATC”) and Total Transfer Capability (“TTC”) and APS‘ 
communication of data regarding such calculations to wesTTrans.net; and 
(6) plans for the construction by A P S  of expansions to its transmission 
facilities. 

. 

To execute the monitoring plan, Potomac Economics routinely receives data from APS that 

allows us to monitor generation dispatch, transmission system congestion, and the Company’s 

response to transmission congestion, both its operational response as well as its business 

activities. We also collect certain key data ourselves, including congestion and pricing data. 

The purpose of this report is to provide an account of our monitoring activities and significant 

events on the APS system during the period October 1 - December 31,2005. 

A. Market Monitoring 

I 
I Potomac Economics performs the market monitoring function on a day-to-day basis, as well as 

performing periodic reviews and special investigations. Our day-to-day monitoring focus is 

Confidential Material Redacted Page 1 
0 



A P S  Monitoring Report: October - December 2005 Overview 

primarily on congestion as indicated by instances of Unscheduled Flow Reduction Procedures 

(“UFW”).’ We receive automated notification when these procedures are implemented on one 

of the qualified paths on the A P S  system. When these instances arise, the notification includes 

the time, the measures taken, and the effect, among other things. 

In addition to receiving notification of specific congestion events, we also remain alert to other 

significant events, such as price spikes, major outages, and extreme weather events that could 

adversely affect transmission system capability and give rise to market power. 

Our periodic review of market conditions and A P S  operations is based on operating data the 

company provides us, as well as other public data that we collect on a routine basis. Our review 

is contained in this quarterly report, which is in four parts. First, we evaluate regional prices and 

APS transactions to provide an assessment of overall market conditions. Second, we summarize 

transmission congestion in order to detect potential competitive problems. The instances of 

UFRP events as well as wholesale price divergence on the system are the primary indicators of 

congestion. The third area of analysis relates to the transmission system usage. For this 

analysis, we evaluate the disposition of transmission service requests to detect any potential 

problems on the APS system that may require closer analysis. We also evaluate ATC on the 

Palo Verde to Four Comers paths because these paths have experienced congestion in the recent 

past. Our final area of analysis is our monitoring for anticompetitive conduct. In this analysis, 

we examine periods of congestion and evaluate whether APS operating activities raise concerns 

that APS may be engaging in anticompetitive conduct. The operating activities that we evaluate 

are generation dispatch, wholesale purchases and sales, transmission outages, and hourly power 

flows coincident with instances of congestion. 

In addition to our periodic reviews, we may from time-to-time be asked to or we may judge it 

necessary to undertake a special investigation in response to specific circumstances or events. 

No such events occurred this quarter. . 

’ Unscheduled Flow Reduction Procedures are used to reduce flows on certain “qualified” paths when the actual 
flows exceed the scheduled flows. The procedures establish various measures that should be taken when 
unscheduled flows cause a path limit to be exceeded. This is discussed in more detail below. 
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B. Summary of Quarterly Report 

1. Wholesale Prices and Transactions 

Prices. We evaluate regional wholesale electricity prices in order to provide an overview of 

general market conditions. The highest prices in the region occurred in December and October 

when load and natural gas prices were the highest. Lower prices prevailed in November. Over 

the last four years. prices in each month of the quarter have been increasing in tandem with 

natural gas prices. 

Sales and Purchases. A P S  short-term purchases and sales were at comparable levels during the 

quarter. For the purpose of monitoring market conduct, the focus of our analysis is on short-term 

sales and purchases because these transactions would be most greatly affected by market abuses 

or anticompetitive conduct. 

2. Transmission Congestion 

East-to- West Congestion and UFRP Events. Unscheduled Flow Reduction Procedures are used 

by WECC to ensure regional reliability. These procedures provide guidance on how to unload 

transmission paths when the paths exceed their safe operating limit. APS-operated paths 

experienced no Unscheduled Flow Reduction Procedure events during the quarter. 

West-to-East Congestion on Palo Verde to Four Comers. Congestion occurs on lower-voltage 

facilities in a west-to-east direction along the Palo Verde to Four Comers paths. This congestion 

has prevented efficient wholesale price arbitrage on the APS system. Congestion on these paths 

0 

occurred on 17 days during the quarter, mostly in December. 

3. Transmission Access 

We evaluate the patterns of transmission requests and their disposition to determine whether 

market participants have had difficulty accessing the APS transmission network. If requests for 

transmission service are frequently denied, this may indicate an attempt to exercise local market 

power. We find that refusals have been minimal on the APS system. We also find the volume of 

service has been steady. 

Most rehsals have been on the Palo Verde to Four Comers paths. We examine the price 

difference between Four Corners in the east of the APS system and Palo Verde in the west. A 

0 
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comparison of prices between these two points is a good indicator of congestion on the APS 

system. We find prices tend to be higher at Four Comers and fmd it is relatively frequent that 

the difference is great enough to make arbitrage profitable.2 Given that these opportunities have 

evidently not been exploited, we examine transmission capacity to detemiine if the lack of ATC 

may be sustaining the price difference. We find that two key transformers on the APS system 

limit ATC from Palo Verde to Four Comers. Based on our analysis of how ATC is calculated 

for these two transformers, there may be an opponunity to revise the ATC procedures to increase 

short-term ATC and reduce west-to-east congestion. When APS calculates ATC on these paths, 

the network use of key compohents is assumed to be fixed at a level that does not change with 

daily load values. We are working with APS to evaluate the feasibility of making changes in its 

procedures that would more accurately estimate the network use of the facilities on a daily basis. 

This would increase the short-term ATC on days when the network use of the facilities is 

relatively low. We plan additional discussions with APS in the immediate future to investigate 

these possibilities. 

4. Potential Anticompetitive Conduct 

Wholesale Sales. We examined the sales by APS initiated in the quarter using A P S  sales 

records. We focus on short-term bilateral sales contracts because these best represent the spot 

price of electricity. In addition, short-term net sales are the most likely means for the company 

to benefit when conditions arise on the APS system that are conducive to market power. Under a 

hypothesis of market power, we would expect high sales prices during periods when 

transmission congestion arises. A P S  daily average sales prices ranged between $ I / M W h  and 

$ W M W h .  These prices were higher on days when congestion was present. Accordingly, a 

further analysis of generation and transmission operations is required to determine whether the 

high prices were the result of anticompetitive conduct. 

Dispatch. To further evaluate potential market power or manipulation issues, we examine APS's 

generation dispatch to determine the extent to which congestion may be caused or worsened by 

uneconomic dispatch. Congestion can result naturally when APS or any utility dispatches its 

Arbitrage is profitable when the price difference between the locations is greater than the short-term transmission 
price. 
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units in a least-cost manner. Such congestion does not raise competitive concerns. If a departure 

from least-cost dispatch (“out-of-merit” dispatch) occurs and causes congestion and this 

departure is not justified, this raises potential competitive concerns. 

Using an estimated supply curve, we analyze APS’s  actual dispatch to determine whether the 

actual dispatch departed significantly from what we estimate, using our model, to be the most 

economic dispatch. In instances when dispatch departed substantially from the estimated 

optimal dispatch and was concurrent with a congestion event, we evaluate the circumstances 

more carefully to determine if congestion was either created andor exploited by APS. 

The daily peak in our estimated out-of-merit quantities (which for our purposes include units on 

unplanned outage) averaged 257 MW. The level of daily peak out-of-merit quantities fluctuated 

considerably during the quarter. However, there was no indication that out-of-merit dispatch 

was significantly higher on days when congestion occurred. This is not consistent with a 

hypothesis of anticompetitive conduct and, therefore, we did not pursue this issue further. 

Tvansmission Outages. We have received APS ’s transmission outage logs that indicate the date, 

duration, and nature of transmission system outages. We found a number of outages that 

coincided with periods of transmission congestion. However, a closer evaluation of these 

outages did not indicate any potential anticompetitive conduct. 

UFRP Events and Path Flows. We analyze A P S  power flows to determine whether UFRP 

events are being managed properly. If flows are not approaching 100 percent of the limit before 

or after the procedures, then we may conclude the procedures are being called prematurely. 

Similarly, if flows exceed the limit leading up to the event, then we may conclude the procedures 

were delayed. Either case can give rise to market power concerns. We evaluate Path 22 and 

Path 23 and find that UFRP events have been managed properly. 

C. Complaints and Special Investigations 

We have not been contacted by the Commission or other entities regarding any special 

investigation into APS market behavior, nor have we detected any conduct or market conditions 

that would warrant a special investigation. 
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11. WHOLESALE PRICES AND TRANSACTIONS 

A. Prices 
0 

We evaluate wholesale electricity prices in the A P S  region in order to provide an overview of 

general market conditions. Examining price movements can provide insight into specific time 

periods that may merit further investigation, although they are not definitive indicators of the 

presence or absence of anticompetitive conduct. 

APS is not part of a centralized wholesale market where spot prices are produced transparently in 

real-time. Wholesale trading in Arizona is conducted under bilateral contracts, for which no 

central clearing price exists. However, prices for bilateral transactions are compiled for certain 

locations proximate to the APS service temtory. These are collected and published by 

commercial pricing surveys. One such survey is the Platts survey that publishes prices for a 

number of locations on or near the APS system, including Palo Verde and Four Corners. Palo 

Verde and Four Corners are trading hubs that are located on the west end and east end of the 

APS system, respectively. As explained more below, the locations are important because of their 

relationship to cross-system trading. Accordingly, APS may be positioned to affect trading in a 

way that could give rise to market power concerns and, therefore, we monitor prices at these 

locations. 

0 

The bilateral contract prices for Four Corners and Palo Verde for the fourth quarter are shown in 

Figure 1. Prices should be correlated with loads. Accordingly, Figure 1 show the daily average 

prices relative to the daily peak load. 
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Figure 1: Wholesale Prices and Peak Load 
October - December 2005 
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Figure 1 suggests some correspondence between prices and load, as expected. The figure shows 

prices were the highest in December when relatively high load combined with high natural gas 

prices. The figure also shows high prices in October, also coincident with high load and high 

natural gas prices. The figure also shows that Palo Verde and Four Comers prices move closely 

together. The fact that prices between Four Comers and Palo Verde diverge on some days may 

be indicative of congestion. In the absence of congestion, a higher price at one location should 

be arbitraged by power trades with the other locations. This is discussed in more detail below. 

While Figure 1 shows a close correlation between price and load, this does not necessarily 

support a conclusion regarding the competitive performance of the market. A detailed evaluation 

of market conditions and potential anticompetitive conduct are included in Section V. 
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The next analysis compares the prices that occurred during the quarter with average prices during 
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Note: Natural gas data from Energy Information Administration. 

As the figure shows, electricity prices have been increasing since 2001 in these months. This is 

likely the result of higher natural gas prices that have increased steadily over that time period. 

Electricity prices should be correlated with natural gas prices because natural gas-fired resources 

are generally the marginal source of supply in electricity markets. 

B. Sales and Purchases 

APS engages in wholesale purchases and wholesale sales of power. These transactions are both 

firm and non-firm in nature. Figure 3 summarizes APS's sales and purchase activity for short- 

term trades that were initiated during the fourth quarter. 
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Figure 3: Summary of APS Sales and Purchases 
October - December 2005 

Redacted 

As the figure shows, A P S  purchase volumes slightly exceed sales volumes. More than m! of 

sales and purchases activity initiated by APS during the quarter was short term. We focus 

primarily on short-term trades because entities engaged in market manipulation would generally 

take advantage of short-term fluctuations in transmission congestion to make short-term sales at 

high prices. Hence, the fact that APS’s short-term purchases exceed it short-term sales tends to 

mitigate potential competitive concerns. These types of sales also most closely represent the 

spot market transactions in the APS region. In Section V, we evaluate the prices at which these 

sales are executed. 

0 
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III. TRANSMISSION CONGESTION 

Transmission congestion is one of the main concerns of our independent monitoring activities. 

When transmission congestion occurs, it is important to analyze its causes and impacts to ensure i 
that it is not the result of anticompetitive conduct. Accordingly, in this section we evaluate the 

nature and frequency of congestion on the APS system. 

A. 

Power flows in the Western Electric Coordinating Counsel (WECC) are relatively predictable. 

The WECC network is capable of securely transmitting high-voltage flows on the facilities that 

roughly enclose the geographic boundaries of the WECC. The network is least able to ensure 

high-voltage transmission in the interior areas of the WECC, corresponding to the geographic 

area around Nevada and Utah. Typically power transfers from the Pacific Northwest are 

scheduled south to California. However, this sometimes results in unscheduled “loop flow” 

around the high-voltage facilities to the southeast before flowing west through Arizona and into 

California. As a result, transmission facilities may from time to time become congested and, as 

Congestion on the APS System 

explained more below, this is managed through WECC reliability procedures. 

In addition to this inter-regional congestion, we have observed congestion over low-voltage 0 
facilities in the west-to-east direction on the APS system. In particular, we have obseked higher 

prices at the east side of the APS system relative to the west side of the system arising from 

congestion at lower voltages. In particular, these prices sometimes diverge beyond the price of 

transmission, indicating the inability of traders to arbitrage the price difference. 

B. Inter-Regional Congestion and Unscheduled Flow Reduction Procedures 

In WECC, regional congestion is primarily managed by ensuring that scheduled flows do not 

exceed flow limits on specified paths.3 However, because in real-time actual flows sometimes 

exceed scheduled flows due to loop flow, or parallel path flow, additional congestion 

management procedures are employed. 

This is in contrast to how congestion is managed in the Eastern Interconnect where congestion management is 
focused on actual flows as opposed to schedules. i 
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APS is a member WECC and abides by the WECC congestion management procedures. We 

discussed these procedures at length in our previous quarterly reports and repeat them here for 

the reader’s convenience. There are two paths on the APS system that are subject to WECC 

congestion management procedures. These are Path 22 and Path 23, both of which experience 

congestion as a result of east-to-west flows. 

Path 22 consists of the facilities that transmit power from Four Corners to Central Arizona. Four 

Comers is the eastern most point on the APS transmission network and is located in New 

Mexico. Path 23 consists of a transformer at Four Corners that steps-up 345 kV power to 500 

kV so that it can use the 500 kV line carrying power to points west. This 500 kV path is fully 

subscribed on a firm basis by Southern California Edison. 

When actual flow exceeds scheduled flow, the excess flow is managed using the WECC 

Unscheduled Flow Reduction Procedures (“UFRP”). Only a limited number of paths are subject 

to the UFRP, based on certain qualification criteria that include, among other things, the path 

having a history of unscheduled flow. On the APS system the qualified paths are Path 22 and 

Path 23. The UFRP consist of a series of actions that include the operation of controllable 

devices Cphase shifters, series capacitors, and DC lines), reducing schedules across the path 

(accommodation), and reducing schedules on other paths (curtailment). UFRP events are 

initiated when unscheduled flow results in a path exceeding its limit. 

The UFRP include the following general steps. First, the operator of the path attempts to manage 

the unscheduled flow by employing its own controllable devices. If this is not sufficient, the 

operator will “accommodate” a small amount of unscheduled flow by curtailing schedules on the 

path. Next, the operator may call for coordinated operation of controllable devices among other 

regional transmission systems. Finally, there will be a call for schedule reductions on other paths 

depending on how parallel flows on these other paths affect the flow on the path experiencing the 

UFRP event. 

During the quarter, no UFRP events occurred on either Path 22 or Path 23. 

~ _ _ _ _ _ _  ~~ ~ 
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C. West-to-East Congestion 

West-to-East congestion periodically occurs on the two paths between Palo Verde in the west 

and Four Corners in the east. These paths are known as Palo Verde-Four Comers Path 1 and 

Palo Verde-Four Comer Path 2. Congestion occurs as a result of constraints on the West Wing 

and Kyrene 500 kV - 230 kV transformers. These transformers step-down the 500 kV flows 

from generators west of the APS system onto the 230 kV system in the Phoenix Valley. 

Path 1 is comprised of the following segments: 

0 

Palo Verde to West Wing 5-00 kV; 

West Wing 500kV to West Wing 230 kV (onto the 230 kV loop); 

230 kV “loop” (at Pinnacle Peak 230) to Cholla 34.5; and 

Cholla 345 to Four Corner 345; 

Path 2 is comprised of the following segments: 

Palo Ver-de to Kyrene 500 kV; 

Kyrene 500 kV to Kyrene 230 kV (onto the 230 kV loop); 

Kyrene 230 kV to Knox 230 k t  

Knox 230 kV to Desert Basin; 

Desert Basin to Saguaro 230 k t  

Pinnacle Peak 230 kV to Cholla 345 kV and 

Cholla 34.5 kV to Four Corners 345 kV,. 

Congestion on these paths is not managed with the UFR Procedures described above. Rather, we 

detect congestion on these paths by identifying days when prices diverged between Palo Verde 

and Four Comers. As shown in Figure 4, this occurred on a number of days. On some days, 

(shaded in the figure) the price difference exceeded $5.50/MWh, the approximate price for 

transmission service. 

In light of the inability of traders to arbitrage the price divergence on the A F S  system, for the 

purpose of our analysis herein, we will consider congested days to be those on which price 

diverge as discussed above. These days will be in addition to days with UFRP events, of which 

there were none during the fourth quarter. 
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Figure 4: Price differences between Four Corners and Palo Verde 
October - December 2005 
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The instances of price divergence greater than $5.50 shown in the figure serve as our indicators 

of congestion on the APS system. UFRP events would also indicate congestion, but there were 

no such events during the quarter. In subsequent sections, we will discuss in more detail the 

situation on the Palo Verde to Four Comers paths including the calculation of ATC on the paths. 

We will also discuss UFRP management on Paths 22 and 23. 
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IV. TRANSMISSION ACCESS 

Another main component of the APS market monitoring plan is to evaluate transmission 

availability oq the A P S  system. In this section, we evaluate access to the transmission network 

by analyzing the disposition of transmission requests. The patterns of transmission requests and 

their disposition are helpful in determining whether market participants have had difficulty 

accessing the APS transmission network. We also evaluate ATC on the Palo Verde to Four 

Comers paths 

A. Disposition of Transmission Service Requests 

In order to evaluate disposition of transmission service requests, we calculate the volume of 

requested capacity that spanned the time period under study. For example, if a request was 

approved in January for service in October, we categorize it as an approval for October. Because 

requests vary in magnitude and duration, we assign a total monthly GWh associated with a 

request, which provides a common measure for all types of requests. Hence, a yearly request for 

100 M W  has rights for every hour of the month over which the request spans, just a like a 

monthly iequest. Requests less then a month in duration are assigned the hours between its stop 

and start date. If the time span for such requests overlaps into more than one month, the rights 

are allocated between the months. 

Figure 5 shows the breakdown of transmission service requests in each month during the quarter 

and summarizes the disposition of the requests. 

i 0 -  
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Figure 5: Disposition of Requests for Transmission 
Service on the APS System 
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The left-hand panel of the figure shows that refusals are relatively infrequent compared to 

approve requests. Overall, this level of refusals does not raise concerns. However, it is 

worthwhle to consider the nature of the refusals during the quarter. This is shown in the right- 

hand panel, which reveals that most of the refused requests were the result of insufficient ATC 

(i.e., ATC was not sufficient to accommodate the request). Furthermore, most of these refusals 

occurred on the Palo Verde to Four Corners paths when ATC was zero, an issue we analyze 

below. The other categories of refusals include those associated with (1) paths where there was 

no ATC posting at all for the path and (2) paths he ATC value was greater that the requested 

amount, an improper refusal (this category, as expected, is essentially empty). 

B. 

As discussed above, the Palo Verde-Four Corners paths are a primary source of congestion on 

the APS system. In particular, congestion tends to occur on these paths that prevent efficient 

Palo Verde to Four Corners Congestion 
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Date 

arbitrage of prices on the APS system. Transmission service rehsals are also highest on these 

paths. Figure 6 shows the periods of congestion on these paths and the daily non-firm ATC. 

Shaded Areas indicate Days with 
Arbitrage Potential. 

Figure 6: ATC on Palo Verde to Four Corners Paths 
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In the figure, the shaded areas indicate days when the Four Comers Prices was greater than the 

Palo Verde Price by more than the $5.50/MWh transmission rate. Comparing the hourly and 

daily ATC on days when the price at Four Corners exceed the price at Palo Verde price by more 

than $5.50/MWh (the "shaded" days") to the other days during the quarter, lower ATC values 

are associate with days when the price difference makes arbitrage profitable. 

A closer analysis shows that the ATC on congested days was lower than on other days (in fact it 

was zero on congested days), indicating that the failure of traders to arbitrage the price between 

the two locations was related to transmission availability. Moreover, there was a negative 

statistically significant relationship between ATC levels and the degree to which prices at Four 
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Comers exceeded Palo Verde  price^.^ Accordingly, our analysis supports the hypothesis that the 0 
price difference persists as a result of limited transmission capability. Therefore, we undertook a 

further analysis of ATC on the Palo Verde Four Comers path to determine the nature of the 

congestion. 

We evaluated ATC for each of the two Palo Verde to Four Corners paths and for each of the 

segments comprising them. We found that both Palo Verde to Four Comers Path 1 and Palo 

Verde to Four Comers Path 2 are limited by the step-down transformers into the APS 230 kV 

loop. The 230 kV loop refers to the 230 kV facilities that roughly encloses the Phoenix valley. 

Path 1 is limited by the West Wing 500 kV-230 kV transformer and Path 2 is limited by the 

Kyrene 500 kV - 230 kV transformer. 

Because of the importance of these two elements in securing transmission service across the APS 

system, we made a further evaluation of them. Both the West Wing transformer and the Kyrene 

transformers are jointly owned and operated by APS and other parties. Each party is allocated a 

share of the transformer based on the thermal limits. The thermal limits provide a Total Transfer 

Capability ("TTC") value. APS is allocated 1010 MW of TTC on the West Wing transformer 

and 853 MW on the Kyrene transformer. This TTC is allocated among two uses: (1) committed 

use for native load (generally fixed for the year) and (2) transmission service for wholesale 

transaction by others (divided between existing firm contracts and available transmission 

capability ("ATC") for transmission sales). 

0 

Most of the APS share of the West Wing and Kyrene transformers is designated for committed 

uses for APS native load. The 10 10 M W  TTC at West Wing is fully committed for native load 

resources. APS merchant group reserves the 1010 MW on an hourly basis seven days in 

advance. On the Kyrene transformer, 823 MW of the 853 MW TTC at Kyrene is committed for 

APS native load use. The amount committed for native load use is 753 MW and fixed for the 

year based on the APS peak load in the area. An additional 70 MW long-term reservation makes 

up the remainder of the APS committed use on the Kyrene transformer. 

4 We estimated a simple linear regression model using price difference as the dependent variable and daily ATC as 
the explanatory variable. The estimated coefficient on the ATC variable indicated more ATC tended to decrease 
the price divergence. Moreover, the estimate was statistically significant. 
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In order to further analyze this issue, we examined the physical power flows on these 

transformers in order to determine whether any potential improvements in ATC calculations are 

possible. In Figure 7, the daily peak flow on the West Wing transformer is shown relative to the 

APS committed use. 

0 

Figure 7:. Daily Peak Flows on West Wing 5OOkV-23OkV Transformer 
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The daily peak flows shown in the figure include all uses of the transformer, which in addition to 

A P S  includes other regional utilities. It is not possible to separate A P S  use from the use of 

others. Nonetheless, even when including the others' use on the transformer, daily peak flows 

are highly variable and sometimes below what APS reserves for its own native load in 

calculating the ATC. In general, a more accurate estimate of APS committed use on a short-term 

basis could lead to more available capacity on the APS share of the transformer, leading to 

higher short-term ATC values. 

A similar situation exists on the Kyrene transformer, as shown in Figure 8. 
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Figure 8: Daily Peak Flows on the Kyrene 500kV-230kV Transformer 0 
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The physical flows on the Kyrene transformer shown in the figure are comprised of APS flows 

as well as other regional entities. As the figure shows, the daily peak flows are sometimes 

significantly less than the amount reserved by APS. Like the West Wing transformer, more 

accurate estimates of the daily needs of A P S  native load on the transformer could free up ATC 

for short-term transactions. 

While we do not believe ATC has been unreasonably managed on the APS system, we have 

initiated discussion with APS to explore the potential for finer granularity of the APS committed- 

use estimates on these transformers. This could increase short-term ATC and lead to more 

efficient west-to-east trading across the APS system. 
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v. MONITORING FOR ANTICOMPETITIVE CONDUCT 

In this section we evaluate the available market and operating data to identify any evidence of 

anticompetitive conduct or market manipulation. The market monitoring plan calls for the 

market monitor to identify anticompetitive conduct, which includes the operation of either APS’s 

transmission assets or its generation assets to create transmission congestion and erect barriers to 

rival suppliers, which ultimately result in higher electricity prices. For purposes of certain 

analyses in this Section, periods of congestion are defined as days when congestion occurred on 

the Palo Verde-Four Corners paths, as discussed above. To identify potential concerns, we 

analyze APS’s wholesales sales in the first subsection below, its dispatch of its generation assets 

in the second subsection, transmission outages in the third subsection, and APS’s transmission 

flows on qualified paths in the fourth subsection. 

A. Wholesale Sales 

In this subsection, we examine sales data to determine whether the prices at which A P S  sold 

power may raise concerns regarding anticompetitive conduct that would warrant further 

investigation. We are particularly interested in periods when transmission congestion arises. If 

APS were to engage in anticompetitive conduct to create congestion, it could potentially benefit 

by making sales at higher prices in the constrained areas. 

0 

We examined the sales by APS in short-term bilateral transactions using A P S  internal sales 

records. We focus on short-term sales because they provide the best indications of the spot price 

of electricity. We would expect high prices during periods of transmission congestion if there 

were significant anticompetitive concerns. Figure 9 shows the daily average prices received by 

APS for non-firm bilateral contract sales. The figure also indicates days when congestion 

occurred. 

Figure 9 indicates that the (weighted average daily) prices of APS sales ranged between 

$WMWh and $ m M W h .  The figure indicates that on days when congestion occurred, sales 

prices are somewhat higher than on other days in the quarter. However, prices are generally 

higher on days during the second half of the quarter due to relatively high natural gas prices and 

these days are coincident with most of the congestion events. 
~ 
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Figure 9: Prices Received for APS Sales 

Redacted 

Because of the apparent correlation of sales prices and congestion shown in the figure, in the 

following subsections we investigate whether either generation dispatch or transmission outages 

may have contributed to the congestion on these days. 

B. Generation Dispatch 

To further evaluate whether A P S ’ s  conduct raises any anticompetitive concerns, we examine the 

company’s generation dispatch to determine the extent to which congestion may have been the 

result of uneconomic dispatch of generation by APS. We first evaluate APS’s dispatch during 

the quarter to determine whether it was consistent with the least-cost use of its resources. 

Congestion can result naturally when APS or any utility dispatches its units in a least-cost 

manner. In such cases, departure from least-cost dispatch to avoid or alleviate congestion does 

not raise competitive concerns. If the departure from least-cost dispatch (“out-of-merit’’ 

dispatch) is unjustified, it may raise competitive concerns. We consider a unit that is dispatched 
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to be out-of-merit when it could have been replaced by lower-cost generation that was not 

dispatched. 
0 

In order to identify out-of-merit dispatch, we first estimate APS’s marginal cost curve.’ To 

estimate marginal costs, we used incremental heat rate curves, fuel cost, and other variable 

operations and maintenance cost data provided by APS. This allowed us to calculate marginal 

cost segments among all units. We ordered each of these marginal cost segments from lowest 

cost to highest cost to represent the cost of meeting various load levels, assuming lower-cost 

units are used before higher-cost units. For our analysis, the curve is re-calculated daily to 

account for fuel price changes. Figure 10 shows the estimated supply curve for a representative 

day during the time period studied. 

Figure 10: APS Supply Curve 

Redacted 

’ We use the term marginal cost loosely in this context. The value we calculate is actually the marginal running 
cost and does not include opportunity costs, which may include factors such as outage risks, lost sales in other 
markets, and other factors not reflected in the marginal running cost. 

8. 
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As the figure shows, the marginal cost of supply increases as more units are required to meet 

demand. The highest marginal cost is over $m/MWh. We used the estimated marginal cost 

curve as the basis for estimating APS’s least-cost dispatch for each hour in the quarter. In 

0 

general, this will not be the true least-cost dispatch because we do not consider all operating 

constraints that may require APS to depart from the estimated least-cost dispatch of its resources. 

We did not consider units to be out-of merit to the extent their output was offset by units with 

comparable marginal costs that were not dispatched. T h s  is to avoid counting units as out-of- 

merit when they are likely not committed because units with costs that are comparable have 

slightly lower start-up costs or other operating advantages. 

While market monitoring resources could have been dedicated to refining the estimated dispatch 

to make it correspond more closely to actual operating parameters (Le., deratings , run-time and 

down-time constraints, etc.) we judged the simple incremental-operating-cost approach used as 

adequate to detect the instance of significant out-of-merit dispatch that would have a material 

effect on the market. 

We would also note that when a unit with relatively low running costs is not committed, our 

least-cost dispatch may overstate the out-of-merit quantities because it will identify the more 

expensive unit being dispatched in its place as out-of-merit. Ths  may result in higher levels of 

out-of-merit dispatch during low load periods when it is not economic to commit units with low 

running costs and substantial start-up costs, or when such units are out of service for 

maintenance. 

0 

We compare the actual APS dispatch to the estimated supply curve to determine whether the 

actual dispatch departed significantly from the estimated least-cost dispatch.6 In instances when 

dispatch did depart from the estimated optimal dispatch, we evaluated these hours more carefully 

to determine whether congestion was created. 

In estimating of out-of-merit dispatch we treat units on planned outage as unavailable, but units on unplanned 
outage are treated as available and may be counted as out-of-merit for our purposes. This is to detect unjustified 
unplanned outages that may lead to congestion. This does not imply that unplanned outages, which occur on all 
utility systems, are unjustified. If we were to find congestion on a day with significant out-of-merit dispatch, we 
would examine whether any unplanned outage had contributed to the situation. No such situation arose in this 
quarter so this analysis was unnecessaIy. 

6 
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Figure 11 shows the daily maximum "out-of-merit" dispatch for each day in the quarter. The 

figure also indicates the one day when an UFRP event was in effect. 
0 

~ 

Figure 11: Out-of-Merit Dispatch and Congestion Events 
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, The average of the daily peak estimated out-of-merit quantities was 257 M W ,  but the quantities 

fluctuated con~iderably.~ On days with congestion, Le., when the prices at Palo Verde and Four 

Comer diverged by more than $5.50/MWh, the average OOM quantities were slightly above the 

overall average. However, this difference was not statistically significant.8 We also note that 

As noted above, all or a portion of the estimated out-of-merit dispatch that we identify could be the result of 
transmission operating constraints or generator operating constraints. The transmission network may not be 
adequate in some areas to accommodate a least-cost dispatch and A P S  may be required to run certain units out-of- 
merit in order to avoid violating technical security requirements. Generating units also have constraints which 
may require them to run out-of-merit order. For example, a unit may have long minimum run times or minimum 
down times. Or a relatively expensive unit may be required to run in order to provide operating reserves or other 
ancillary services. We would expect A P S ' s  actual dispatch to diverge from our estimated dispatch and, like all 
electricity systems, A P S  will typically have some level of out-of-merit dispatch. 

To arrive at our statistical conclusion, we estimated a simple linear model using ordinary least squares. The 
dependent variable was OOM quantities and the explanatory variable was a qualitative variable indicating 
congestion or not. The estimated coefficient of the qualitative variable was positive but not statistically 
significant. 
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out-of-merit dispatch tends to occur when APS is running its natural gas-fired units inside the 

230 kV loop. Such out-of-merit dispatch will unload the key transformers which were 

constrained facilities during the quarter that gave rise to the congestion in the figure. Finally, the 

congestion in our analysis is more directly linked to transmission reservations (Le., ATC values) 

rather than to physical flow from generators. Accordingly, we do not find evidence that APS 

generation dispatch unreasonably contributed to congestion. 

0 

C .  Transmission Outages 

We evaluated APS transmission outages in order to determine whether the outages coincided 

with and may have contributed to system congestion. During the time period of our report, APS 

experienced no UFRP events. However, there were seventeen days when west-to-east 

congestion occurred (i.e., Four Comers price was higher than Palo Verde price by more than the 

cost of transmission). Fourteen of these days were during the period November 29 to December 

19. Under a hypothesis of market manipulation, we would expect to see outages that occurred 

with little or no advance notice that created congestion during peak hours, whenl-eplacement 

power is expensive. Thus, the group of outages that we focused on included ones that lasted 

greater than three hours, were initiated with less than a two-week notice, were in effect during 

the period of congestion, and affected components that could have contributed to the congestion. 
0 

After applying this screen, an initial set of 192 outages during the quarter was narrowed to two 

outages. One was for 11 days in mid November with no notice, and the other was for 9 days in 

mid December with a three-day notice. The short notice for both of these outages could raise a 

concern. However, we found no further evidence that the outages were unwarranted or were 

designed to create congestion for competitive advantage. 

D. Analysis of Power Flows 

UFRP events are initiated by APS operators when flows on one of the qualified paths exceed the 

path limit. Anticompetitive conduct can include initiating a UFRP when it is not necessary or 

not initiating one when it is necessary. By selectively initiating these procedures, APS may have 

the ability to benefit its own generation and influence power prices in the region. 
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Accordingly, we analyze APS power flows to determine whether UFRP events are being 

initiated properly. We use hourly data on power flows over the two qualified paths under the 

WECC UFRP. We then determine whether UFRP events coincide with periods when flows are 

close to the path limits. 

0 

We evaluate Path 22 and Path 23 by comparing the hourly flow with the operating transfer 

capability (“OTC”). Figure 12 shows the daily peak flows and TTC on Path 22. 

Figure 12: Daily Peak Flows, OTC, and UFRP Events on Path 22 
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The OTC on Path 22 is based on a “Nomogram”, which means the OTC depends on the relative 

flows on the facilities that comprise it. If one of the lines in the path experiences a 

disproportionate share of the flow, the OTC tends to decline. The OTC shown in Figure 12 

reflects this relationship. As the figure shows, the flows on Path 22 did not exceed the path limit 

on any days during the quarter, although it came close on several days. We are not concerned 

that UFR Procedures were not initiated and we conclude they have been properly implemented. 

The daily peak flows and OTC on Path 23 are shown in Figure 13. 

0 
~~~ 
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‘ i 0.  Figure 13: Daily Peak Flows, OTC, and UFRP Events on Path 23 
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The OTC on path 23 is fixed at 840 MW. There were no days when a UFRP event was initiated 

on this path. As the figure shows, flows were within the path limit on every day. We are 

satisfied that the UFRP events were properly implemented on this path. 
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,. APS Monitoring Report: July-September 2005 Overview 

I. OVERVIEW 

This is the market monitoring report for the months July through September 2005 on the Arizona 

Public Service Company (“APS”). In connection with APS’s acquisition of the 450 MW 

Sundance Generating Station from PPL EnergyPlus in FERC Docket No EC05-20-000, the 

Federal Energy Regulatory Commission approved APS’s market monitoring plan and its 

selection of Potomac Economics as the independent market monitor 

The market monitoring plan is designed to detect any anticompetitive conduct by APS from 

operation of the company’s transmission system, including any transmission impacts from APS’s 

generation dispatch. As stated in the plan: 

The Market Monitor shall provide independent and impartial monitoring 
and reporting on: (1) generation dispatch of APS and the resuIting 
scheduled loadings on constrained transmission facilities in relevant areas; 
(2) details on binding transmission constraints in the relevant areas, such as 
transmission refusals, or other relevant information; (3) operating guides 
and other procedures designed to relieve transmission constraints in the 
relevant areas and the effectiveness of these guides or procedures in 
relieving constraints; (4) information concerning the volume of transactions 
and prices charged by APS in the electricity markets affected by APS 
before and after APS implements redispatch or other congestion 
management actions, ( 5 )  the calculation of Available Transmission 
Capability (“ATC”) and Total Transfer Capability (“TTC”) and APS’ 
communication of data regarding such calculations to wesTTrans.net; and 
(6) plans for the construction by APS of expansions to its transmission 
facilities. 

To execute the monitoring plan, Potomac Economics routinely receives data from APS that 

allows us to monitor generation dispatch, transmission system congestion, and the Company’s 

response to transmission congestion, both its operational response as well as its business 

activities. We also collect certain key data ourselves, including congestion and pricing data. 

The purpose of this report is to provide an account of our monitoring activities and significant 

events on the APS system during the period July 1 - September 30,2005. 

4 
A. Market Monitoring 

Potomac Economics perfornis the market monitoring function on a day-to-day basis, as well as 

performing periodic reviews and special investigations. Our day-to-day monitoring focus is 
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primarily on congestion as indicated by instances of Unscheduled Flow Reduction Procedures 

(“UFRP”). We rely on automated notification procedures whereby our offices are contacted 

electronically when unscheduled flow procedures are implemented on one of the monitored paths 

on the APS system. When these instances arise, we receive instant notification that includes the 

time; the measures taken, and the effect, among other things. 

0 

In addition to receiving notification of specific congestion events, we also remain alert to other 

significant events, such as price spikes, major outages, and extreme weather events that could 

adversely affect transmission system capability and give rise to the exercise of market power. . 

Our periodic review of market conditions and APS operations is based on operating data the 

company provides us, as well as other public data that we collect on a routine basis. Our review 

is contained in this quarterly report, which is in four parts. First, we evaluate regional prices and 

APS transactions to provide an assessment of overall market conditions. Second, we summarize 

transmission congestion in order to detect potential competitive problems. The instances of 

UFRP events are the primary data source used to identify congestion. The third area of analysis 

relates to the transmission system usage. For this analysis, we evaluate the disposition of 

transmission service requests to detect any potential problems on the APS system that may 

require closer analysis. Our final area of analysis is our monitoring for anticompetitive conduct. 

In this analysis, we examine periods of congestion and evaluate whether APS operating activities 

raise concerns that APS may be engaging in anticompetitive conduct. The operating activities 

that we evaluate are generation dispatch, wholesale purchases and sales, and hourly power flows 

coincident with instances of congestion. 

0 

In addition to our periodic reviews, we may from time-to-time be asked to or we may judge it 

necessary to undertake a special investigation in response to specific circumstances or events. 

No such events occurred this quarter. 

I Unscheduled Flow Reduction Procedures are used to reduce flows on monitored paths when the actual flows 
exceed the scheduled flows. The procedures establish various measures that should be taken when unscheduled 
flows cause a path limit to be exceeded. This is discussed in more detail below 
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3. Summary of Quarterly Report 

1. Wholesale Prices and Transactions 

Pnces. We evaluate regional wholesale electricity prices in order to provide an overview of 

general market conditions. The highest prices occurred in late July at the quarterly peak but 

prices rose again in September as a result of increases in natural gas prices. Over the last four 

years, prices in each month of the quarter have been increasing in tandem with natural gas prices. 

Sales and Purchases. A P S  short-term purchases initiated during the quarter exceeded wholesale 

sales initiated during the~quarter by almost 

transactions, no new long-term transactions were initiated during the quarter. 

percent. Although APS engages in long-term 

2. Transmission Congestion 

L7FRP Events. APS experienced only one Unscheduled Flow Reduction Procedure event during 

the quarter. This occurred on Path 23 on September 21. No UFRP events occurred on Path 22 

during the study period. We are satisfied that the UFRP events were properly implemented on 

the qualified paths operated by APS. 

Four Cot-nei-s-Palo Verde Price Differences. We also examine the price difference between 

Four Corners in the east of the APS system and Palo Verde in the west. A comparison of prices 

between these two points is a good indicator of congestion on the APS system. We find that 

prices did not diverge significantly during the time period studied and, therefore, conclude there 

was no significant congestion to exploit. 

0 

Transmission Outages. We have received APS 's transmission outage logs that indicate the date, 

duration, and nature of transmission system outages. We found one that was coincident with the 

single UFRP event. Our analysis indicates that this outage does not create an inference of 

market manipulation. 

3. Transmission Access 

We evaluate the patterns of transmission requests and their disposition to determine whether 

market participants have had difficulty accessing the APS transmission network. If requests for 

transmission service are frequently denied, this may indicate an attempt to exercise local market 

power. The volume of requests in the 3rd quarter of 2005 declined compared to the volume of 
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requests in the 3‘d quarter of 2004. This was due to a decrease in the volume of long-term 

approved requests. We find that this was the result of some large long-term requests that were 

approved for service for the 3‘d quarter of 2004 but had expired prior to the 3rd quarter 2005. We 

do not find the pattern of approved and refused requests to indicate restrictive access to 

transmission. 

0 

4. Potential Anticompetitive Conduct 

Wholesale Sales. We examined the sales by APS initiated in the quarter using APS sales 

records. We focus on short-term bilateral sales contracts because these best represent the spot 

price of electricity and will most closely reflect pricing power that might arise on the A P S  

system under conditions most conducive to market power. Under a hypothesis of market power, 

we would expect high sales prices during times when transmission congestion arises. Daily 

average sales prices are somewhat variable, ranging between $U/MWh and $ W M W h .  On 

days when congestion occurred, there were no indications of higher pries being charged by APS. 

These results provide no evidence of market power abuses. 

Moreover, APS is primarily a short-term buyer of wholesale power. Typically, market power is 

profitably exercised by large net sellers of wholesale power. While a short-term net buyer could 

still have the incentive at specific times to exercise market power, our analysis herein does not 

suggest that this is the case with APS. 

0 

Dispatch. To further evaluate potential market power or manipulation issues, we examine APS’s 

generation dispatch to determine the extent to which congestion may be caused or worsened by 

uneconomic dispatch. Congestion can result naturally when A P S  or any utility dispatches its 

units in a least-cost manner. Such congestion does not raise competitive concerns. If a depai-ture 

from least-cost dispatch (“out-of-merit” dispatch) occurs and causes congestion and this 

departure is not justified, this raises potential competitive concerns. 

Using an estimated supply curve, we analyze APS’s actual dispatch to deteiniine whether the 

actual dispatch departed significantly from what we estimate, using our model, to be the most 

economic dispatch. In instances when dispatch departed substantially from the estimated 

optimal dispatch and was concurrent with a congestion event, we evaluate the circunistances 

more carefully to determine if congestion was either created andor exploited by APS. 
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The daily peak in our estimated out-of-merit quantities (which for our purposes include units on 

unplanned outage) averaged 288 MW. The level of daily peak out-of-merit quantities fluctuated 

considerably during the quarter. However, there was no indcation that out-of-merit dispatch 

was significantly hgher on the one day when the UFRP event occurred. This is not consistent 

with a hypothesis of anticompetitive conduct and, therefore, we did not pursue this issue further. 

UFRP Events and Path Flows We analyze APS power flows to determine whether UFRP 

events are being managed properly. If flows are not approaching 100 percent of the limit before 

’ or after the procedures, then we may conclude the procedures are being called prematurely. 

Similarly, if flows exceed the limit leading up to the event, then we may conclude the procedures 

were delayed. Either case can give rise to market power concerns. 

We evaluate Path 22 and Path 23 and find that UFRP events have been managed properly. 

C. Complaints and Special Investigations 

We have not been contacted by the Commission or other entities regarding any special 

investigation into APS market behavior, nor have we detected any conduct or market conditions 

that would warrant a special investigation. 
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11. WHOLESALE PRICES AND TRANSACTIONS 

~ A. Prices 

We evaluate wholesale electricity prices in the APS region in order to provide an overview of 

general market conditions. Examining price movements can provide insight into specific time 

periods that may merit further investigation, although they are not definitive indicators of the 

presence or absence of anticompetitive conduct. 

APS is not part of a centralized wholesale market where spot prices are produced transparently in 

real time. Wholesale trading in Arizona is conducted under bilateral contracts, for which no 

central clearing price exists. Prices for bilateral contract transactions are compiled for certain 

locations proximate to the APS service territory. These are collected and published by 

commercial pricing surveys. One such survey is the Platts survey that publishes prices for a 

number of locations on or near the APS system, including Palo Verde and Four Comers. Palo 

Verde and Four Corners are trading hubs that are located on the west end and east end of the 

APS system, respectively As explained more below, the locations are important because of theii- 

relationship to imports into California. One transmission path for power trades to California 

from Arizona and other points east is through the APS transmission network from Four Corners 

to Palo Verde. Accordingly, APS may be positioned to affect this trading in a way that could 

give rise to market power concerns and, therefore, we monitor prices at these locations. 

0 

The bilateral contract prices for Four Comers and Palo Verde for July-September are shown in 

Figure 1. Prices should be highly correlated with loads. Accordingly, Figure 1 show the daily 

average prices relative to the daily peak load. 
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Figure 1: Wholesale Prices and Peak Load 
July - September 2005 
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Figure 1 suggests some correspondence between prices and load, as expected. The figure shows 

prices were the highest in the middle of July when load peaked for the quarter. The figure also 

shows high prices in August during a secondary peak load and a third period of high prices in 

September during a third quarterly peak load. The prices in September were as high as the ones 

in July even though load was not as high This is consistent with the higher natural gas prices 

that were experienced in September, as explained below. The figure also shows that Palo Verde 

and Four Corners prices move closely together. The fact that prices between Four Comers and 

Palo Verde diverge in some days may be indicative of congestion. In the absence of congestion, 

a higher price at one location should be arbitraged by power trades at the other locations. This is 

discussed in more detail below. 

While Figure 1 shows a close correlation between price and load, this does not necessarily 

support a conclusion regarding the competitive perfomiance of the market. Consequently, a 

hrther evaluation of prices and the conduct of APS are included in Section V. 

Redacted Version Page 7 



APS Monitoring Report: July-September 2005 Wholesale Prices and Transactions 

The next analysis compares the prices that occurred during the quarter with average prices during 

the same period over the past three years These results are shown Figure 2 together with the 

average monthly natural gas prices. 
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Figure 2: Trends in Monthly Electricity and Natural Gas Prices 
July-September 2002 - 2005 
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As the figure shows, electricity prices have been increasing since 2002 in these months. This is 

likely the result of higher natural gas prices that have increased steadily over that time period. 

Electricity prices should be correlated with natural gas prices because natural gas-fired resources 

are generally the marginal source of supply in electricity markets. 

B. Sales and Purchases 

APS engages in wholesale purchases and wholesale sales of power. These transactions are both 

firm and non-firm in nature. Figure 3 summarizes APS’s sales and purchase activity for short- 

term trades that were initiated during the third quarter. 
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I 

Figure 3: Summary of APS Sales and Purchases 
July-September 2005 

Redacted 

As the figure shows, APS purchase volumes exceed sales volumes by almost 

transactions initiated during the quarter were short-term. We are interested in short-term trades 

initiated during the quarter because if APS were to engage in market manipulation, it would 

likely take advantage of short-term fluctuations in transmission congestion to make short-term 

sales at high prices. These types of sales most closely represent the spot market transactions in 

the APS region. At a broad level, the fact that APS’s short-term purchases exceed its short-term 

percent. All 

0 

sales limits market power concerns. In Section V, we evaluate the prices at which these sales are 

executed. 
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In. TRANSMISSION CONGESTION 

APS is a member of the Western Electric Coordinating Counsel (WECC) and abides by the 

WECC congestion management procedures. We discussed these procedures at length in our 

previous quarterly report and repeat them here for the reader’s convenience. 

In WECC, regional congestion is primarily managed by ensuring that scheduled flows do not 

exceed flow limits on specified paths.2 However, because in real-time actual flows sometimes 

exceed scheduled flows due to loop flow, or parallel path flow, additional congestion 

management procedures are employed. 

Power flows in the WECC are relatively predictable. The WECC network is capable of securely 

transmitting high-voltage flows on the facilities that roughly enclose the geographic boundaries 

of the WECC. The network is least able to ensure high-voltage transmission in the interior areas 

of the WECC, corresponding to the geographic area around Nevada and Utah. Typically power 

transfers from the Pacific Northwest are scheduled south to California. However, this sometimes 

results in unscheduled “loop flow” around the high-voltage facilities to the southeast before 

flowing west through Arizona and into California. 

The APS transmission system is an important Iink in the higher-voltage facilities in WECC that 

facilitate deliveries into California from points east and north of Arizona. There are three main 

elements of the APS system that are critical in east-to-west transfers. These are known as Path 

2 1, Path 22, and Path 23. 

Path 21 consists of the facilities that transmit power from Central Arizona to California. Path 22 

consists of the facilities that transmit power from Four Comers to Central Arizona. Four Comers 

is the eastern most point on the APS transmission network and is located in New Mexico. Path 

23 consists of a transformer at Four Corners that steps-up 345 kV power to 500 kV so that it can 

use the 500 kV line carrying power to points west. This 500 kV path is hl ly  subscribed on a 

fimi basis by Southern California Edison. 

’ This IS in contrast to how congestion IS managed in the Eastern Interconnect where congestion management IS 

focused on actual flows as opposed to schedules 

~ ~ ~- 
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A. Unscheduled Flow Reduction Procedures 

When actual flow exceeds scheduled flow, the excess flow is managed using the WECC 

Unscheduled Flow Reduction Procedures (“UFRP”). Only a limited number of paths are subject 

to the UFRF’, based on certain qualification criteria that include, among other things, the path 

having a history of unscheduled flow. On the APS system the qualified paths are Path 22 and 

Path 23.3 The UFRP consist of a series of actions that include the operation of controllable 

devices (phase shifters, series capacitors, and DC lines), reducing schedules across the path 

(accommodation), and reducing schedules on other paths (curtailment). UFRP events are 

initiated when unscheduled flow results in a path exceeding its Operating Transfer Capacity 

(“OTC”). 

The UFRP include the following general steps. First, the operator of the path attempts to manage 

the unscheduled flow by employing its own controllable devices. If this is not sufficient, the 

operator will “accommodate” a small amount of unscheduled flow by curtailing schedules on the 

path. Next, the operator may call for coordinated operation of controllable devices among other 

regional transmission systems. Finally, there will be a call for schedule reductions on other paths 

depending on how parallel flows on these other paths affect the flow on the path experiencing the 

UFRP event. 

During the quarter, only one UFRP event occurred and this was on Path 23 on September 21. 

B. 

UFRP events are one type of congestion that may have adverse market impacts. We also 

consider congestion to occur when wholesale prices on the west and east side of the APS system 

diverge at times when the transmission across the system is constrained. To identify such 

occurrences, we compare the wholesale price at Four Corners, which is the east side of the APS 

East to West Wholesale Trade 

system, with the price at Palo Verde, on the west side. We consider congestion to have occurred 

when the Palo Verde price is higher than the Four Corners price by an amount greater than the 

Path 21 was recently “de-qualified” due to the lack of UFRP events on that path during the last five years 

0 
~ 
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APS transmission rate4 whle at the same time transmission availability is limited. We consider 

only east-west congestion because the prevailing wholesale trades are from east to west in 

Arizona. 

Figure 4 shows the average daily price difference between Four Comers and Palo Verde along 

with the posted Available Transmission Capability (“ATC”) for transfers between these two 

points. 

Figure 4: ATC and Price differences between Four Corners and Palo Verde 
July-September 2005 

Date 

The line graph shows the difference between the wholesale prices. As the figure shows, it was 

unusual for the price difference to be a positive value, indicating that the Four Comers price was 

almost always higher than the Palo Verde price. The bars in the figure show the daily and hourly 

ATC for the day for the Four Corners to Palo Verde Path. Because there were no days when the 

4 We use the value $5.50/MW as the transmission rate for service between Four Comers and Palo Verde, as 
posted on the APS OASIS for on-peak point-to-point hourly service 

~~ 
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price at Palo Verde was higher than the Four Comers price by a margin that exceeds the 

transmission rate between the points, market participants would not have found it worthwhle to 

buy additional transmission in order to arbitrage price lfferences any further. This analysis does 

not indicate any systematic relationship between price differences and the availability of 

transmission from Four Comers to Palo Verde. 

Because prices tend to be higher at Four Corners, it would be logical that a participant would 

actually profit from arbitraging in the opposite direction to where congestion is normally 

experienced. Because the focus of the market has been on trading power from east to west, we 

have not collected data regarding this question. However, we are currently gathering such data 

and ai-e in the process of analyzing west to east trading. We will include this analysis in our next 

quarterly report or in a special report before that time if warranted by our findings. 

C. Transmission Outages 

We evaluated APS transmission outages in order to determine whether the outages coincided 

with and may have contributed to system congestion. During the time period of our report, APS 

experienced only one UFRP event, on September 2 1. In that day, there was a planned outage on 

the Moeiikopi-Navajo 500 kV line. This is a major transmission line and may have contributed 

to the need for the UFRP event. Under a hypothesis of market manipulation, we would expect to 

see outages that occurred with little or no advance notice that created congestion during peak 

hours, when replacement power is expensive. However, the outage was planned almost two 

weeks in advance and, furthermore, the UFRF' event occurred during the early moining hours 

prior to 6 AM. These two facts are not coiisistent with a hypothesis that the line outage was part 

of a market manipulation strategy. 

0 
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ZV. TRANSMISSION ACCESS 

Another main component of the A P S  market monitoring plan is to evaluate transmission 

availability on the APS system. In this section we evaluate access to the transmission network 

by analyzing the disposition of transmission requests. The patterns of transmission requests and 

their disposition are helpful in determining whether market participants have had difficulty 

accessing the APS transmission network 

In order to make this evaluation, we calculate the volume of requested capacity that spanned the 

time period under study. For example, if a request was approved in January for service in July, 

we categorize that as an approval for July. Because requests vary in magnitude and duration, we 

assign a total monthly GWh associated with a request, which provides a common measure for all 

types of requests. Hence, a yearly request for 100 MW has rights for every hour of the month 

over which the request spans, just a like a monthly request. Requests less then a month in 

duration are assigned the hours between its stop and start date. If the time span for such requests 

overlaps into more than one month, the rights are allocated between the months. Figure 5 shows 

the breakdown of transmission service requests in each month from July 2004 to September 2005 

and summarizes the disposition of the requests. 0 
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The figure shows that the total GWh volume of requests declined over the report study period. 

Both approved requests and refused request declined. The “Other” category reflects primarily 

requests that were annulled by the supplier or withdrawn by the requestor. The fact that refused 

requests have remained relatively stable over the time period (with the exception of September 

2005) suggests that a lower volume of new requests together with the expiration of prior 

approved rights has driven the underlying decline in approvals. This could have been the result 

of lower demand for transfers or the result of a lack of ATC offerings, which would reduce the 

0 

level of request. Without ATC offerings participants should not find it worthwhile to make 

 request^.^ We look more closely below at the components of the approvals and requests to draw 

further conclusions. The decrease in the amount of refusals in September 2005 to approximately 

3 GWh is the result of a refusal that occurred in 2004 for potential transmission service through 

August 2005. This refusal elevated total refusals in the months prior to September 2005. We do 

not believe this decline suggests market manipulation on behalf of APS. 

Because of the decline in approved service and the relatively steady volume of refusals, the rate 

at which requests were approved increased over the period studied, as shown in Figure 6. 

0 Figure 6: Approval Rates of Transmission Service on the APS System 
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This assumes that all buyers would check ATC prior to making a request for transmission. In actuality, some 
buyers may not check for ATC prior to making a request for transmission service. 

0 
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To evaluate the disposition of transmission requests further, we examine the volume of 

transmission service over the entire quarter by increment of service and compare it to the 

corresponding quarter of the previous year. The vast majority of the reservations on the APS 

system are long-term reservations (a year or greater). On a MWh basis, long-term reservations 

in the 3'd quarter of 2004 comprised 92 percent of the total reservations. In the 3rd quarter of 

2005, long-term reservations comprised 90 percent of the total. Between the 3'd quarter of 2004 

and the 3'd quarter of 2005, long-temi reservations declined as a result of the expiration of ten 

long-term approved requests that were in effect during the 3'd quarter 2004 while only several 

small new requests were made to offset'this decline. Given that there were not a significant 

amount of refusals for long-term service in 2005, we are not concerned that this decline was 

anticompetitive. 

0 

We made a further analysis of short-term requests and this analysis is shown in Figure 7 which 

reports the volume of requests for transmission service of varying service increments comparing 

the third quarter of 2004 to the third quarter of 2005. This figure shows that the patterns of 

approved and rehsed requests for short-term service between the two quarters are very similar. 

0 Figure 7: Disposition of Short-Term Transmission by Duration of Service 
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v. MONITORING FOR ANTICOMPETITIVE CONDUCT 

In this section we evaluate the available market and operating data to identify any evidence of 

anticompetitive conduct or market manipulation. The market monitoring plan calls for the 

market monitor to identify anticompetitive conduct, which includes the operation of either APS ’S 

transmission assets or its generation assets to create transmission congestion and erect barriers to 

rival suppliers, which ultimately result in higher electricity prices. To identify potential 

concerns, we analyze APS’s wholesales sales in the first subsection below, its dispatch of its 

generation assets in the second subsection, and APS’s transmission flows and UFRP events in 

the third subsection. 

A. Wholesale Sales 

In this subsection, we examine sales data to determine whether the prices at which A P S  sold 

power may raise concerns regarding anticompetitive conduct that would warrant hrther 

investigation. We are particularly interested in periods when transmission congestion arises. If 

APS were to engage in anticompetitive conduct to create congestion, it could benefit by malting 

sales at higher prices in the constrained areas. 

We examined the sales by APS in sbort-term bilateral transactions using APS internal sales 

records. We focus on short-term sales because they best represent the spot price of electricity. 

We would expect high prices during periods of transmission congestion if there were significant 

anticompetitive concerns. Figure 8 shows the daily average prices received by APS for non-firm 

bilateral contract sales. The figure also indicates the one day when congestion occurred. 

Figure 8 indicates that the (weighted average daily) prices of APS sales are somewhat variable, 

ranging between $m/Mwh and $ D / M W h .  The figure also shows that on the one day when 

congestion occurred, there was no indication of systematically hgher pries being charged by 

APS. This pricing pattern does not raise any potential anticompetitive concerns with respect to 

APS’s short-term wholesale sales. 
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Figure 8: Prices Received for APS Sales 

Redacted 

Moreover, APS is a net buyer of short-term power. Market power requires that a seller be able to 

profit from higher prices that it creates. This is most likely to arise when a participant is a net 

seller of short-terni power. If a market participant is a net short-term buyer (like APS, which 

bought almost percent more power than it sold on average over the period) it is less likely to 

profit from higher wholesale prices. While a net buyer could still have the incentive at specific 

times to exercise market power, the data does not suggest that this IS the case for APS. 

B. Generation Dispatch 

To further evaluate whether APS ’s conduct raises any anticompetitive concerns, we examine the 

company’s generation dispatch to detennine the extent to which congestion may have been the 

result of uneconomic dispatch of generation by A P S .  We first evaluate APS’s dispatch during 

the quarter to determine whether it was consistent with the least-cost use of its resources. 

Congestion can result naturally when APS or any utility dispatches its units in a least-cost 

manner. In such cases, departure from least-cost dispatch to avoid or alleviate congestion does 
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not raise competitive concerns If the departure from least-cost dispatch (“out-of-merit” 

dispatch) is unjustified, then this raises potential competitive concerns. We consider a unit to be 

out-of-merit when it is dispatched, but could have been replaced by lower-cost generation that 

was not dispatched. 

0 

In order to identify out-of-merit dispatch, we first estimate APS’s marginal cost curve.6 To 

estimate marginal costs, we used incremental heat rate curves, fuel cost, and other variable 

operations and maintenance cost data provided by APS. This allowed us to calculate marginal 

cost segments among all units. We ordered each of these marginal cost segments from lowest 

cost to highest cost to represent the cost of meeting various load levels, assuming lower-cost 

units are used before higher-cost units. For our analysis, the curve is re-calculated daily to 

account for fuel price changes. Figure 9 shows the estimated supply curve for a representative 

day during the time period studied. 

Figure 9: APS Supply Curve 

Redacted 

6 We use the teim marginal cost loosely i n  this context The value we calculate is actually the margznal running 
cost and does not include opportunity costs, which may include factors such as outage risks, lost sales in other 
markets, and other factors not reflected in the marginal running cost 
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As the figure shows, the marginal cost of supply increases as more units are required to meet 

demand, as expected. The highest marginal cost is over $m/MWh. We used the estimated 

marginal cost curve as the basis for estimating APS’s least-cost dispatch for each hour in the 

quarter. In general, this will not be the exact level of least-cost dispatch because we do not 

0 

consider all operating constraints that may require APS to depart from what our method 

identifies as the most economic use of its resources. For example, in calculating out-of-merit 

quantities, we did not consider units to be out-of merit to the extent their output was offset by 

units with comparable marginal costs that were not dispatched. This is to avoid counting units as 

out-of-merit when they are likely not committed because units with costs that are comparable 

have slightly lower start-up costs or other operating advantages. 

While market monitoring resources could have been dedicated to refining the estimated dispatch 

to make it correspond more closely to actual operating parameters (Le., deratings , run-time and 

down-time constraints, etc.) we judged the simple incremental-operating-cost approach used as 

adequate to detect the instance of significant out-of-merit dispatch that would have a material 

effect on the market7 

When a unit with relatively low running costs is not committed, our least-cost dispatch will 

overstate the out-of-merit quantities because it will identify the more expensive unit being 

dispatched in its place as out-of-merit. This may result in higher levels of out-of-merit dispatch 

during low load periods when it is not economic to commit certain units, or when such units are 

out of service for maintenance. 

We compare the actual APS dispatch to the estimated supply curve to detemiine whether the 

actual dispatch departed significantly from the estimated least-cost dispatch.* In instances when 

7 Aftei- filing last Quarter’s report, we conducted further analysis on the economic dispatch modeling. We made 
some refinements to our analysis. These changes do not alter our conclusions in last Quarter’s report that APS’s 
generation dispatch did not suggest any anticompetitive conduct, but this analysis reduced our estimated average 
out-of-merit quantity for APS to approximately 168 MW. 

In estimating of out-of-merit dispatch we treat units on planned outage as unavailable, but units on unplanned 
outage are treated as available and may be counted as out-of-merit for our purposes. This is to detect unjustified 
unplanned outages that may lead to congestion. This does not imply that unplanned outages, which occur on all 
utility systems, are unjustified. If we were to find congestion on a day with significant out-of-merit dispatch, we 
would examine whether any unplanned outage had contributed to the situation. No such situation arose in this 
quarter so this analysis was unnecessary. If unplanned outages were treated the same as planned outages in our 
analysis, the average out-of-merit dispatch we estimated would have been 221 MW (instead of 288 MW). 
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dispatch did depart from the estimated optimal dispatch, we evaluated these hours more carefully 

to determine whether congestion was created. 

Figure 10 shows the daily maximum “out-of-merit” dispatch for each day in the quarter. The 

figure also indicates the one day when an UFRP event was in effect 

Figure 10: Out-of-Merit Dispatch and Congestion Events 
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The average of the daily peak estimated out-of-merit quantities was 288 MW, but the quantities 

fluctuated c o n ~ i d e r a b l y . ~ ~ ~ ~  On the one day when the UFRP event occurred (shaded blue in the 

As noted above, all or a portion of the estimated out-of-merit dispatch that we identify could be the result of 
transmission operating constraints or generator operating constraints. The transmission network may not be 
adequate in some areas to accommodate a least-cost dispatch and APS may be required to run certain units out-of- 
merit in order to avoid violating technical security requirements. Generating units also have constraints which 
may require them to run out-of-merit order. For example, a unit may have long minimum run times or minimum 
down times. Or a relatively expensive unit may be required to run in order to provide operating reserves or other 
ancillary services. W-e would expect A P S ’ s  actual dispatch to diverge from our estimated dispatch and, like all 
electricity systems, APS will typically have some level of out-of-merit dispatch. 

l o  For the days in early July when estimated out-of-merit quantities were particularly high (Le., above 500 MW), we 
evaluated the APS transmission logs and determined that transmission operating constraints were likely the cause 
of the large out-of-merit quantities. Examples of such constraints include wildfires burning near major 
transmission lines and reliability must-run conditions in the Yuma, Arizona load pocket. 
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0 figure) the out-of-merit quantity was close to the average. Accordingly, we are satisfied that 

APS generation dispatch did not contribute to the need for UFR Procedures. 

C. Analysis of Power Flows 

UFRP events are initiated by APS operators when flows on one of the qualified paths exceed the 

path limit. Anticompetitive conduct can include initiating a UFRP when it is not necessary or 

not initiating one when it is necessary. By selectively initiating these procedures, APS may have 

the ability to benefit its own generation and influence power prices in the region. 

Accordingly, we analyze APS power flows to determine whether UFRP events are being 

initiated properly. We use hourly data on power flows over the two qualified paths under the 

WECC URFP. We then determine whether UFRP events coincide with periods when flows are 

close to the path limits. 

We evaluate Path 22 and Path 23 by comparing the hourly flow with the operating transfer 

capability (“OTC”). Figure 11 shows the daily peak flows and TTC on Path 22. 

Figure 11: Daily Peak Flows, OTC, and UFRP Events on Path 22 
_ _ _ ~ _ _ _  2500 - 

0 
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The OTC on Path 22 is based on a "Nomogram", which means the OTC depends on the relative 

flows on the facilities that comprise it. If one of the lines in the path experiences a 

disproportionate share of the flow, the OTC tends to decline. The OTC shown in Figure 11 

reflects this relationshp As the figure shows, the flows on Path 22 did not exceed the path limit 

on any days during the quarter, although it came close on several days. We are not concerned 

that UFR Procedures were not initiated and we conclude they have been properly implemented. 

0 

The daily peak flows and OTC on Path 23 are shown in Figure 12 

Figure 12: Daily Peak Flows, OTC, and UFRP Events on Path 23 
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The OTC on path 23 is fixed at 840 MW. There was only one day when a UFRP event was 

initiated on this path; on September 21 As the figure shows, on this day the flows were very 
, close to the path limit. On August 19, the flow peaks on this path close to the OTC limit, but not 

so close as to require a UFRP event. We are satisfied that the UFRP events were properly 

implemented on this path. 
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APS Monitorinz Report: May - June 2005 Overview 

I. OVERVIEW 

This is the market monitoring report for the months May and June 2005 on the Arizona Public 

Service Company (“APS”). In connection with APS’s acquisition of the 450 MW Sundance 

Generating Station from PPL EnergyPlus in FERC Docket No. EC05-20-000, A P S  proposed, 

and the Federal Energy Regulatory Commission accepted, a market monitoring plan. APS 

0 

retained Potomac Economics as its independent market monitor. 

The market monitoring plan is designed to detect any anticompetitive conduct by APS from 

operation of the company’s transmission system, including any transmission impacts from APS’s 

generation dispatch. As stated in the plan: . 

The Market Monitor shall provide independent and impartial monitoring 
and reporting on: (1) generation dispatch of APS and the resulting 
scheduled loadings on constrained transmission facilities in relevant areas; 
(2) details on binding transmission constraints in the relevant areas, such as 
transmission refusals, or other relevant information; (3) operating guides 
and other procedures designed to relieve transmission constraints in the 
relevant areas and the effectiveness of these guides or procedures in 
relieving constraints; (4) information concerning the volume of transactions 
and prices charged by APS in the electricity markets affected by APS 
before and after APS implements redispatch or other congestion 
management actions; (5)  the calculation of Available Transmission 
Capability (“ATC”) and Total Transfer Capability rTTC”) and A P S ‘  
communication of data regarding such calculations to wesTTrans.net; and 
(6) plans for the construction by APS of expansions to its transmission 
facilities. 

To execute the monitoring plan, Potomac Economics routinely receives data from APS that 

allows us to monitor generation dispatch, transmission system congestion, and the Company’s 

response to transmission congestion, both its operational response as well as its business 

activities. We also collect certain key data ourselves, including congestion and pricing data. 

The purpose of this report is to provide an account of our monitoring activities and significant 

events on the A P S  system during the period May 1 to June 30,2005. 

A. Market Monitoring 

Potomac Economics performs the market monitoring function on a day-to-day basis as well as 

performing periodic reviews and special investigations. Our day-to-day monitoring focus is 
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primarily on congestion as indicated by instances of Unscheduled Flow Reduction Procedures 

(“UFW).’ We rely on automated notification procedures whereby our offices are contacted 

electronically when unscheduled flow procedures are implemented on one of the monitored paths 

on the APS system. When these instances arise, we receive instant notification that includes the 

time, the measures taken, and the effect, among other things. 

0 

In addition to receiving notification of specific congestion events, we also remain alert to other 

significant events, such as price spikes, major outages, and extreme weather events that could 

adversely affect transmission system capability and give rise to the exercise of market power. 

Our periodic review of market conditions and APS operations is based on operating data the 

company provides us, as well as other public data that we collect on a routine basis. Our review 

is contained in this quarterly report, which is in four parts. First, we evaluate regional prices and 

A P S  transactions to provide an assessment of overall market conditions. Second, we summarize 

transmission congestion in order to detect potential competitive problems. The instances of 

Unscheduled Flow Relief are the primary data source used to identify congestion. The third area 

of analysis relates to the transmission system usage. For this analysis, we evaluate the 

disposition of transmission service requests to detect any potential problems on the APS system 

that may require closer analysis. Our final area of analysis is our monitoring for anticompetitive 

conduct. In this analysis, we examine periods of congestion and evaluate whether APS operating 

activities raise concerns that APS may be exercising market power. The operating activities that 

we evaluate are generation dispatch, wholesale purchases and sales, and hourly power flows 

coincident with instances of congestion. 

0 

In addition to our periodic reviews, we may from time-to-time be asked to or we may judge it 

necessary to undertake a special investigation in response to specific circumstances or events. 

No such events occurred this quarter. 

Unscheduled Flow Reduction Procedures are used to reduce flows on monitored paths when the actual flows 
exceed the scheduled flows. The procedures establish various measures that should be taken when unscheduled 
flow causes a path limit to be exceeded. This is discussed in more detail below. 

1 
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B. Summary of Quarterly Report 

0 1. Wholesale Prices and Transactions 

Puices. We evaluate regional wholesale electricity prices in order to provide an overview of 

general market conditions. The highest prices occurred in late June when demand was the 

highest. The lowest prices occurred at the beginning and end of May when demand was the 

lowest. On average, prices in June were slightly higher than prices in May. Over the last four 

years, prices in both May and June have been increasing in tandem with natural gas prices. 

Sales and Purchases. APS engages in wholesale purchases and sales of power on both a short- 

term and long-term basis. 

2. Transmission Congestion 

UFRP Events. A P S  experienced ten Unscheduled Flow Reduction Procedure events during May 

and June. There was one in May and 9 in June. These events were primarily on Path 22, the 

path from the eastern part of A P S  to central Arizona. There were 2 events on Path 23, which is a 

345kV/5OOkV transformer at the eastern edge of the A P S  system. 

0 

Four Corners-Palo Verde Price Di&-ences. We also examine the price difference between 

Four Comers in the east of the A P S  system and Palo Verde in the west. A comparison of prices 

between these two points is a good indicator of congestion on the APS system. We find that 

prices did not diverge significantly during the time period studied and, therefore, conclude there 

was no significant congestion to exploit. 

Transmission Outages. We have received APS’s transmission outage logs that indicate the date, 

duration, and nature of transmission system outages. We found only a small number that were 

coincident with congestion events and our analysis of this subset indicates that these outages did 

not contribute significantly to congestion on the system. 
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3. Transmission Access 

We evaluate the patterns of transmission requests and their disposition to determine whether 

market participants have had difficulty accessing the APS transmission network. If requests for 

transmission service are frequently denied, this may indicate an attempt to exercise local market 

power. The volume of requests in the 2"d quarter of 2005 declined compared to the volume of 

requests in the 2"d quarter of 2004. This was due to a decrease in the volume of long-term 

approved requests. We find that this was the result of three large long-term requests that were 

approved for service for the 2"d quarter of 2004 but had expired prior to the 2"d quarter 2005. We 

do not find the pattern of approved and refused requests to indicate restrictive access to 

trammission. 

4. Potential Anticompetitive Conduct 

Wholesale Sales. We examined the sales by A P S  initiated in the May-June period using APS 
sales records. We focus on short-term bilateral sales contracts because these best represent the 

spot price of electricity and will most closely reflect pricing power that might arise on the APS 
system under conditions most conducive to market power. Under a hypothesis of market power, 

we would expect high sales prices during times when transmission congestion arises. Daily 

average sales prices are somewhat variable, ranging between -MWh. On days 0 
when congestion occurred there were no indications of higher pries being charged by APS. 

These results provide no evidence of market power abuses. 

Moreover, APS is primarily a short-term buyer of wholesale power. Typically, market power is 

profitably exercised by large net sellers of wholesale power. While a short-term net buyer could 

still have the incentive at specific times to exercise market power, our analysis herein does not 

suggest that this is the case with APS. 

Dispatch. To fbrther evaluate potential market power or manipulation issues, we examine A P S ' s  

generation dispatch to determine the extent to which congestion may be caused or worsened by 

uneconomic dispatch. Congestion can result naturally when APS or any utility dispatches its 

units in a least-cost manner. Such congestion does not raise competitive concerns. If a departure 

fiom least-cost dispatch ("out-of-merit" dispatch) occurs and causes congestion and this 

~ 

departure is not justified, this raises potential competitive concerns. 
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Using an estimated supply curve, we analyze APS’s actual dispatch to dcterrnine whether the 

actual dispatch departed significantly from what we estimate to be the most economic dispatch. 

In instances when dispatch departed substantially from the estimated optimal dispatch and was 

concurrent with a congestion event, we evaluate the circumstances more carefully to determine if 

congestion was either created and/or exploited by A P S .  

0 

The daily peak in out-of-merit quantities (which for our purposes include units on unplanned 

outage) averaged MW. The level of daily peak out-of-merit quantities fluctuated 

considerably during the quarter. However, out-of-merit dispatch was significantly lower on days 

when congestion occurred. This is not consistent with a hypothesis of anticompetitive conduct 

and, therefore, we did not pursue this issue further. 

. 

UFRP Events and Path Flows. We analyze A P S  power flows to determine whether UFRP 

events are being managed properly. If flows are not approaching 100 percent of the limit before 

or after the procedures, then we may conclude the procedures are being called prematurely. 

Similarly, if flows exceed the limit leading up to the event, then we may conclude the procedures 

were delayed. Either case can give rise to market power concerns. 

We evaluate Path 22 and Path 23 and find that the instances of UFRP events are consistent with 

power flows close to or exceeding the limit. Therefore, we conclude the UFRP events have been 

m a g e d  properly. 

0 

C. Complaints and Special investigations 

We have not been contacted by the Commission or other entities regarding any special 

investigation into APS market behavior, nor have we detected any conduct or market conditions 

that would warrant a special investigation. 
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A. Prices 

u. WHOLESALE PRICES AND TRANSACT~ONS 

, 
I 

We evaluate wholesale electricity prices in the APS region in order to provide an overview of 

general market conditions. Examining price movements can provide insight into specific time 

periods that may merit further investigation, although they are not definitive indicators of the 

presence or absence of anticompetitive conduct. 

A P S  is not part of a centralized wholesale market where spot prices are produced transparently in 

real time. Wholesale trading in Arizona is conducted under bilateral contracts, for which no 

central clearing price exists. Prices for bilateral contract transactions are compiled for certain 

locations proximate to the A P S  service territory. These are collected and published by 

commercial pricing surveys. One such survey is the Platts survey that publishes prices for a 

number of locations on or near the A P S  system, including Palo Verde and Four Corners. Palo 

Verde and Four Cornms are trading hubs that are located on the West and East end of the APS 
system, respectively. As explained more below, the locations are important because of their 

relationship to imports to California. One transmission path for power trades to California from 

Arizona and other points east is through the APS transmission network from Four Corners to 

Palo Verde. Accordingly, APS may be positioned to affect this trading in a way that could give 

rise to market power concerns and therefore, we monitor prices at these locations. 

The bilateral contract prices for Four Corners and Palo Verde for May and June are shown in 

Figure 1. Prices should be highly correlated with loads. Accordingly, Figure 1 show the daily 

average prices relative to the daily peak load. 
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Figure 1 : Wholesale Prices and Peak Load 
May - June 2005 
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Figure 1 suggests a fairly close correspondence between prices and load, as expected. It also 

shows that Palo Verde and Four Corners prices move closely together. The fact that prices 

between Four Comers and Palo Verde diverge in some days may be indicative of congestion. In 

the absence of congestion, a higher price at one location should be arbitraged by power trades at 

the other locations. This is discussed in more detail below. 

While Figure 1 shows close correlation with price and load, this does not necessarily support a 

conclusion regarding the competitive performance of the market. Consequently, a further 

evaluation of prices and the conduct of APS are included in Section IV. 

The next analysis compares the prices that occurred during May and June with average prices 

during the same period over the past 8 years. These results are shown Figure 2 together with the 

average monthly natural gas prices. 
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Figure 2: Trends in Monthly Electricity and Natural Gas Prices 
May through June, 1997 - 2005 

I June I I 

Note: Natural gas data from Energy Information Administration. 

As the fi_we shows, electricity prices have been increasing since 2002 in these months. This is 

likely the result of higher natural gas prices that have increased steadily over that time period. 

Electricity prices should be correlated with natural gas prices because natural gas resources are 

generally the marginal source of supply in the electricity market. The high prices shown in 2000 

and 2001 cannot be explained by movements in natural gas prices, although natural gas prices 

did increase in those years. Instead, tight conditions in the California electricity market caused 

electricity prices to increase throughout the Western Interconnect. 

B. Sales and Purchases 

A P S  engages in wholesale purchases and wholesale sales of power. These transactas are bo1 

firm and non-firm in nature. Figure 3 summarizes APS’s sales and purchase activity for trades 

that were initiated during May and June 2005. We consider only short-term trades initiated 
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during May and June because we are interested in transactions made by APS that could have 

allowed A P S  to benefit fi-om any potential market abuse during this time period. 

Figure 3: Summary of APS Sales and Purchases 
May-June 2005 

0 

Redacted 

As the figure shows, - m  
. For the purposes of monitoring for 

anticompetitive conduct, we focus on short-tern sales. These types of sales most closely 

represent the spot market transactions in the A P S  region. At a broad level, the fact that APS’s 

short-term purchases exceed its short-term sales limits market power concerns. 

0 

However, if APS were to engage in market manipulation or exercise market power, it would 

likely take advantage of short-term fluctuations in transmission congestion to make short-term 

sales at high prices. Therefore, in Section 1V we evaluate the prices at which these sales are 

executed. 
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LlL TRANSMISSION CONGESTION 

APS is a member of the Western Electric Coordinating Counsel (WECC). In WECC, regional 

congestion is primarily managed by ensuring that the scheduled flows do not exceed flow limits 

on specified paths.2 However, because in real-time actual flow sometimes exceeds scheduled 

0 

flow due to loop flow, or parallel path flow, additional congestion management procedures are 

employed. 

Power flows in the WECC are relatively predictable. The WECC network is capable of securely 

transmitting high-voltage flows on the facilities that roughly enclose the geographic boundaries 

of the WECC. The network is least able to ensure high-voltage transmission in the interior areas 

of the WECC, corresponding to the geographic area around Nevada and Utah. Typically power 

transfers from the Pacific Northwest are scheduled south to California. However, this sometimes 

results in unscheduled increases in flow around the high-voltage facilities to the southeast before 

flowing west through Arizona and into California. 
. 

The APS transmission system is an important link in the higherlvoltage facilities in WECC that 

facilitate deliveries into California from points east and north of Arizona. There are three main 

elements of the A P S  system that are critical in east-to-west transfers. These are known as Path 

2 1, Path 22, and Path 23. 
0 

Path 21 consists of the facilities that transmit power from Central Arizona to California. Path 22 

consists of the facilities that transmit power from Four Corners to Central Arizona. Four Comers 

is the eastern most point on the A P S  transmission network and is located in New Mexico. Path 

23 consists of a transformer at Four Comers that steps-up 345 kV power to 500 kV so that it can 

use the 500 kV line carrying power to points west. This 500 kV path is fully subscribed on a 

firm basis by Southern California Edison. 

A. Unscheduled Flow Reduction Procedures 

When actual flow exceeds scheduled flow, the excess flow is managed using the WECC 

Unscheduled Flow Reduction Procedures (“UFRP”). Only a limited number of paths are subject 

2 This is in contrast to how congestion is managed in the Eastern Interconnect urhere congestion management is 
focused on actual flows as opposed to schedules. 

0 Redacted Version Page 10 



APS Monitoring Report: May - June 2005 Transmission Congestion 

to the UFRP, based on certain qualification criteria that include, among other things, the path 

having a history of unscheduled flow. On the APS system the qualified paths are Path 21, Path 

22, and Path 23. However, during May and June only Paths 22 and 23 experienced UFRP 

events. The UFRP consist of a series of actions that include the operation of controllable 

devices (phase shifters, series capacitors, and DC lines), reducing schedules across the path 

(accommodation), and reducing schedules in other paths (curtailment). UFRP events are 

initiated when unscheduled flow results in a path exceeding its Operating Transfer Capacity. 

The UFRP process include the following general steps. First, the operator of the path attempts to 

manage the unscheduled flow by employing its own controllable devices. If this is not sufficient, 

the operator will “accommodate” a small amount of unscheduled flow by curtailing schedules on 

the path. Next, the operator may call for coordinated operation of controllable devices among 

other regional transmission systems. Finally, there will be a call for schedule reductions on other 

paths depending on how parallel flows on these other paths affect the flow on the path 

experiencing the UFRP event. 

There were 9 UFRP events during May and June - 1 in May and 8 in June. These events 

occurred only on Path 22 and Path 23. 

B. East to West Wholesale Trade 

UFRF’ events are one type of congestion that may have adverse market impacts. We also 

consider congestion to occur when wholesale prices on the West and East side of the APS system 

diverge at times when the transmission across the system is constrained. To do this, we compare 

the wholesale price at Four Corners, which is the east-side of the APS system, with the price at 

Palo Verde, in the West. We consider congestion to have occurred when the Palo Verde price is 

higher than the Four Comers prices by an amount greater than the APS transmission rate3 while 

at the same time a high-voltage line is operating at or near its limit. We consider only east-west 

congestion because the prevailing wholesale trades are from east-west in Arizona. 

We use the value $5.50/MW as the transmission rate for service between Four Comers and Palo Verde, as posted 3 

on the APS OASIS for on-peak point-to-point hourly service. 
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Figure 4 shows the average daily price difference between Four Corners and Palo Verde along 

with the posted Available Transmission Capability (ATC) for transfers between these two points. I O  

Figure 4: ATC and Price differences between Four Corners and Palo Verde 
May and June 2005 
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The line graph shows the difference between the Palo Verde and Four Comers wholesale prices. 

As the fiagure shows, there were no days when tbis difference exceeded $5.50, the approximate 

transmission rate between the two points. The bars in the figure show the Daily and Hourly ATC 

for the day for the Four Comers to Palo Verde Path. Because there were no significant price 

differences between the two points, market participants would not have found it worthwhile to 

buy additional transmission in order to arbitrage price differences any further. The data does 

show a general pattern indicating a slight price premium at Palo Verde on days when ATC is 

close to zero. For example, prices at Palo Verde rose above the Four Corners price in the middle 

of May while at the same time there was a decline in ATC. At the end of June, increases in ATC 
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coincided with lower Palo Verde prices relative to Four Corners compared to the beginning of 

0 June. 

The pattern in the figure suggests that ATC is in higher demand and being used up when Palo 

Verde prices start rising above Four Comers, The fact that the Palo Verde price did not move 

significantly above the Four Comers price indicates that few profitable trading opportunities 

were forgone. Because there were no days when congestion prevented trades across the A P S  
system, the data raises no potential anticompetitive concerns. 

C .  Transmission Outages 

We evaluate A P S  transmission outages in order to determine whether the outage may have led to 

the congestion events experienced during the time period of our report. We have received APS 

transmission outage logs which indicates the date, duration, and nature of the system 

transmission outages. Between April 1,2005 and June 30,2005 there were about 150 

transmission outage log entries. 

We did not evaluate outages that were less than three hours in duration or that occurred during 

off-peak hours (i.e., 1 1 PM to 6 AM and weekends) because these outages are unlikely to have a 

significant market impact. This screen eliminated about one-third of the entries. We also 

eliminated entries that were announced more than two weeks in advance of the outage. 

Therefore, we only evaluated unplanned or short-notice outages which we consider to be the 

ones most likely candidates to be used for strategic purposes. This group consisted of 83 entries. 

Of these, only 20 were in effect during the congestion events on the APS system (i.e., during the 

time when UFRP events occurred on Path 22 and Path 23). 

We evaluated these individual entries in detail and found that more than one-half of these 

occurred on facilities that were only remotely connected to Path 22 and Path 23 and so did not 

consider these to be candidates for causing congestion on Path 22 or Path 23. Of the remaining 

entries, they were related to two individual projects. 

The first projects involved work on the Cholla-Saguaro line on June 14-15 and the second 

involved outages at the Westwing transformers. The Cholla end of this line is a point of delivery 

for flows on the Four Comers-Cholla segment of Path 22. If this outage were to increase the 
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impendence for power flowing over the Four Comers-Cholla line segment to Central Arizona 

load centers, this would cause higher flows on the other seawent of Path 22 (i.e., the Four 

Comers - Moenkopi line). This could potentially result in overall lower OTC on Path 22 

because the OTC on this Path is determined by the relative distribution of flow on these two 

segments. However, the work on the Cholla-Saguaro line coincided with days when the OTC 

was among the highest level during the period. We are satisfied that this outage did not cause 

adverse conditions. 

0 

The Westwing transformers facilitate flows fkom Pinnacle Peak and other points east into the 

Central Arizona load centers. Accordingly, these outages had the potential to affect flows from 

Pinnacle Peak into central Arizona. Because Pinnacle Peak lies along major lines that are “fed” 

by the Four Corner-Cholla line segment of Path 22, this situation is similar the outage analysis of 

Cholla-Saguaro. Accordingly, these outages could contribute to lower OTC on Path 22. 

However, the outage at Westwing occurred on June 1-3 when the OTC was at some of its highest 

levels of the time period studied. 

Based on the results of our analysis, we conclude that APS’s transmission outages did not 

contribute to sigmiicant congestion during the time period of our study,and, therefore, further 

analysis of potential competitive effects of the outages is not warranted. 0 
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1V. TRANSMI~SXON ACCESS 

Another main component of the A P S  market monitoring plan is to evaluate transmission 

availability on the APS system. In this section we evaluate access to the transmission network 

by analyzing the disposition of transmission requests. The patterns of transmission requests and 

their disposition are helpful in determining whether market participants have had difficulty 

accessing the APS transmission network. 

In order to make this evaluation, we calculate the volume of requested capacity that spanned the 

time period under study. For example, if a request was approved in January for service in May, 

we categorize that as an approval for May. Because requests vary in magnitude and duration, we 

assign a total monthly GWh associated with a request, which provides a common measure for all 

types of requests. Hence, a yearly request for 100 MW has rights for every hour of the month 

which the request spans, just a like a monthly request. Requests less then a month in duration are 

assigned the hours between its stop and start date. If the time span for such requests overlaps 

into more than one month, the rights are allocated between the months. Figure 5 shows the 

breakdown of transmission service requests in each month from April 2004 to June 2005 and 

summarizes the disposition of the requests. 

Figure 5: Disposition of Requests for Transmission 
Service on the A P S  System 
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The figure shows that the total volume of requests declined over the time period as a result of a 

lower volume of approved requests. The “Other” category reflects primarily requests that were 

Annulled by the supplier or Withdrawn by the requestor. The fact that refused requests have 

remained relatively stable over the time period suggests that a lower volume of new requests 

together with the expiration of prior approved rights has driven the underlying decline in 

approvals. This could h v e  been the result of lower demand for transfers or the result of a lack 

of ATC offerings which would reduce the level of request - without ATC offerings participants 

will not find it worthwhile to make requests. We look more closely below at the components of 

0 

the approvals and requests to draw hrther conclusions. 

Because of the decline in approved service and the relatively steady volume of rehsals, the rate 

at which requests were approved declined over the period studied, as shown in Figure 6. 
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Figure 6: Approval Rates of Transmission Service on the APS System 
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To evaluate the disposition of transmission requests further, we examine the volume of 

transmission service over the entire quarter by increment of service and compare it to the 

corresponding quarter of the previous year. This is shown in Figure 7 which reports the volume 
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of requests for transmission service of varying service increments comparing the second quarter 

of 2004 to the second quarter of 2005. 0 
Figure 7: Disposition of Transmission by Duration of Service 
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The figure shows a sharp decline in approved yearly service volumes. This decline is the result 

of the expiration of three large long-term approved requests that were in effect during the 2nd 
0 

quarter 2004. There were only a few smaller long-term requests approved after the 2"d quarter 

2005 to offset this decline. This reduction in approved requests Erom yearly service is a primary 

contributor to the overall reduction in approval rates shown in Figure 6. 

Because there was an increase in the volume of refused requests from the second quarter last 

year to the second quarter this year, we examined the individual paths on which refusals occurred 

during the period studied. We found that five paths experienced 95% of the refusals in the two 

quarters we examined. These paths are: 

Pinnacle Peak 230kv to Four Comers 345kV 

Palo Verde 500kV to Mead 230kV 

North Gila 69kV to North Gila 500kV 

Four Comers 345kV to Pinnacle Peak 230kV, and 

Palo Verde 500kV to North Gila 69kV. 
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~ 

Transmission Access 
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B Approved ~ 

Figure 8 summarizes the volume of refused and approved requests for these five paths. 

Figure 8: Summary of Refused and Approved Requests on Select Paths 0 
700 

600 
2 

500 !2 
Th U 2 400 

5 300 
0 
(Y - 200 
8 

100 

4 2  2004 compared to Q2 2005 

- 

2004 2005 

NGILA69 - 
NGILASOO 

I I 

I 
I 
I 
I , 

b---_- 

P.Peak 230 
- FC345 

Paths 

r------l - 
2004 I 2005 

FC345 - 
P.Peak230 

_ _ _ _ _ _  
I 

, 
, 
I 

PV500 - 
MEAD230 

As the figure shows, on the first three paths listed from the left, there was little or no approved 

transmission service. This pattern is consistent with the paths being reserved for use by APS to 

serve its native load. Accordingly, we will include a fbrther analysis of the pattern of refused 

and approved request on these paths in conjunction with our study of the ATC on the A P S  
system that is currently in progress pursuant to our obligations under the market monitoring plan. 

We will include the results of this study in our next quarterly report unless our findings raise 

significant concerns that would warrant an interim report to the Commission. 

On the other two paths in Figure 8, the volume of refused requests was not as large in relation to 

approved requests. Moreover, the volume of approved requests remained the same or increased. 

We would be concerned about a situation where refused requests increased over a path while 

approved requests declined. Such a situation would imply a reduction in the available 

transmission capacity on the path, something that could indicate reduced access to transmission 

by APS’ rivals. However, the data does not reveal such a concern. 
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I In summary, our analysis indicates that transmission access in the second quarter of this year is 

comparable to the second quarter last year. There was a decline in the volume of long-term 

requests approved because of the expiration of several long-term contracts since last year. We 

will continue to study the paths that experienced the most refusals and report our results to the 

Commission, Based on our analysis thus far, we conclude that access to the APS system has not 

been unreasonably restricted. 
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V. MONJTOIUNG FOR ANTICOMPET~~I~E CONDUCT 

In this section we evaluate the available market and operating data to identify any evidence of 

anticompetitive conduct or market manipulation. The market monitoring plan calls for the 

market monitor to identify anticompetitive conduct, which includes the operation of either APS’s 

transmission assets or its generation assets to create transmission congestion and erect barriers to 

rival suppliers, which ultimately result in higher electricity prices, To identify potential 

concerns, we analyze APS’s wholesales sales in the first subsection below, its dispatch of its 

generation assets in the second subsection, and APS’s transmission flows and UFRP events in 

the third subsection. 

A. Wholesale Sales 

In this subsection, we examine sales data to determine whether the prices at which APS sold 

power may raise concerns regarding anticompetitive conduct that would warrant further 

investigation. We are particularly interested in periods when transmission congestion arises. If 

APS were engaging in anticompetitive conduct to create the congestion, it could benefit by 

making sales at higher prices in the constrained areas. 

We examined the sales by APS in short-term bilateral transactions using A P S  internal sales 

records. We focus on short-term sales because they best represent the spot price of electricity. 

We would expect high prices during periods of transmission congestion if there were significant 

anticompetitive concerns. Figure 9 shows the daily average prices received by APS for non-firm 

bilateral contract sales. The figure also indicates days when congestion occurred. 

0 

Figure 9 indicates that the (weighted average daily) prices of APS sales are somewhat variable, 

ranging between $20/MWh and $70/MWh. The figure also shows that on days when congestion 

occurred, there were no indications of systematically higher pries being charged by APS. The 

average daily sales price was $44. On most days with UFRP events, the price A P S  received for 

its short-term sales is lower than the average. This pricing pattern does not raise any potential 

anticompetitive concerns with respect to APS’s short-term wholesale sales. 

0 Redacted Version Page 20 



~ 

APS Monitoring Report: May - June 2005 Monitoring for Market Abuses 

0 
Figure 9: Prices Received for APS Sales 

Redacted 

a seller be able Moreover, A P S  is a net buyer of power. Market power requires tb profit 

from higher prices that it creates. This is most likely to arise when a participant is a net seller of 

short-term power. If a market participant is a net short-term buyer (like APS, - 
it is less likely to profit from higher 

wholesale prices. While a net buyer could still have the incentive at specific times to exercise 

market power, the data does not suggest that this is the case for APS. 

B. Generation Dispatch 

To further evaluate whether M S ’ s  conduct raises any anticompetitive concerns, we examine the 

company’s generation dispatch to determine the extent to which congestion may have been the 

result of uneconomic dispatch of generation by APS.  Therefore, we first evaluate APS’s 
dispatch during the quarter to determine whether it was consistent with the least-cost use of its 

resources. Congestion can result naturally when AF’S or any utility dispatches its units in a least- 

cost manner, which does not raise competitive concerns. If the departure from least-cost 

dispatch (“out-of-merit” dispatch) is unjustified, then this raises potential competitive concerns. 
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We consider a unit to be out-of-merit when it is dispatched, but could have been replaced by 

lower-cost generation that was not dispatched. 0 
In order to identify out-of-merit dispatch, we first estimate APS’s marginal cost curve.4 To 

estimate marginal costs, we used incremental heat rate curves, fuel cost, and other variable 

operations and maintenance cost data provided by APS. This allowed us to calculate marginal 

cost segments among all units. We ordered each of these marginal cost segments from lowest 

cost to highest cost to represent the cost of meeting various load levels, assuming lower-cost 

units are used before higher-cost units. For our analysis, the curve is re-calculated daily to 

account for fuel price changes. Figure 10 shows the estimated supply curve for .a representative 

day during the time period studied. 

Figure 10: APS Supply Curve 

Redacted 

As the figure shows, the marginal cost of supply increases as more units are required to meet 

demand, as expected. The highest marginal cost is over $ m M W h .  We used the estimated 

4 We use the term marD&al cost loosely in this context. The value we calculate is actually the marginal running 
cost and does not include opportlmity costs, which may include factors such as outage risks, lost sales in other 
markets, and other factors not reflected in the marhal running cost. 
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marginal cost curve as the basis for estimating APS’s least-cost dispatch for each hour in the 

quarter. In general, this will not be the exact level of least-cost dispatch because we do not 

consider all operating constraints that may require A P S  to depart from what our method 

identifies as the most economic use of its resources. 

0 

While market monitoring resources could have been dedicated to refining the estimated dispatch 

to make it correspond more closely to actual operating parameters deratings run-time and 

down-time constraints, etc.) we judged the simple incremental operating cost approach used as 

adequate to detect the instance of si,onificant out-of-merit dispatch that would have a material 

effect on the market. 

When a unit with relatively low running costs is not committed, our least-cost dispatch will 

overstate the out-of-merit quantities because it will identify the more expensive unit being 

dispatched in its place as out-of-merit. This may result in higher levels of out-of-merit dispatch 

during low load periods when it is not economic to commit certain units, or when such units are 

out of service for maintenance. 

We compare the actual APS dispatch to the estimated supply curve to determine whether the 

actual dispatch departed significantly from the estimated least-cost dispatche5 In instances when 

dispatch did depart from the estimated optimal dispatch, we evaluated these hours more carefully 

to determine whether congestion was created. 

0 

Figure 11 shows the daily maximum “out-of-merit” dispatch for each day in May and June. The 

figure also indicates days when an UFRP event was in effect. 

5 When comparing the actual dispatch to the estimated dispatch, we remove Units that are identified as on 
outage based on APS outage data. 
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Figure 11: Out-of-Merit Dispatch and Congestion Events 

Redacted 

On average, out-o'f-merit quantities were 

considerably! On days when UFRP events occurred (shaded blue in the figure) out-of-merit 

quantities typically were below the average. On only two of the ten days with UFRP events did 

the out-of-merit dispatch exceed the average of MW. The 

average out-of-merit dispatch on days with UFRP events was 

we are satisfied that APS generation dispatch did not contribute to the need for UFR Procedures. 

MW per hour, but the quantities fluctuated 

MW. On a third day it was 

MW. In light of this pattern, 

C. Analysis of Power Flows 

UFRPs are initiated by AE'S operators when flows on one of the qualified paths exceed the path 

limit. Anticompetitive conduct can include initiating a UFRP when it is not necessary or is not 

As noted above, all or a portion of the out-of-merit dispatch that we identify could be the result of transmission 
operating constraints or generator operating constraints. The transmission network may not be adequate in some 
areas to accommodate a least-cost dispatch and AJ?S may be required to run certain units out-of-merit in order to 
avoid violating technical security requirement. Generating units also have constraints which may require them to 
run out-of-merit order. For example, a unit may have long minimum run times or minimum down times. Or a 
relatively expensive unit may be required to run in order to provide operating reserves or other ancillary services. 
As a result, like all electricity systems, AI'S will typically have some level of out-of-merit dispatch. 
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initiated when it should be. By selectively initiating these procedures, APS may have the ability 

to benefit its own generation and influence power prices in the region. 0 
Accordingly, we analyze APS power flows to determine whether UFRPs are being initiated 

properly. We use hourly data on power flows over the monitored paths and determine whether 

UFRP events coincide with periods when flows are close to the path limits. 

UFRPs are based on anticipated flows. Therefore, we cannot directly observe the anticipated 

flows that were the basis for the UFRP event. However, we can observe the level of flows 

before the event and observe the flows after the event. The post-UFRP flows reflect the 

curtailments associated with the procedures. If flows are not approaching 100 percent of the 

limit before or after the procedures, then we may conclude the procedures are being called 

prematurely. Similarly, if flows exceed the limit leading up to event, then we may conclude the 

procedures were delayed. Either case can give rise to market power concerns. 

We evaluate Path 22 and Path 23. We do not evaluate Path 21. While it is a monitored Path, it 

did not experience UFRP events during May and June and we are aware that this Path has not 

experienced congestion in recent times, If this situation changes, we will increase our 

monitoring on that Path. For Paths 22 and 23, we compared the hourly flow with the operating 

transfer capability (OTC). Figure 12 shows the daily peak flows and TTC on Path 22. 
e 
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Figure 12: Daily Peak Flows, OTC, and UFRP Events on Path 22 
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The OTC on Path 22 is based on a “Nomogram”, which means the OTC depends on the relative 

flows on the facilities that comprise it. If one of the lines in the path experiences a 

disproportionate share of the flow, the OTC tends to decline. The OTC shown in the figure 

reflects this relationship. As Figure 12 shows, the flows on Path 22 exceeded the path limit on a 

number of days during May and June, although only by very small amounts. On June 12 and 

June 14, the path was subject to UFR procedures, likely preventing even higher flows. On May 

15 and May 18, as well as June 4, the flows exceeded the limits but no UFR procedures were 

initiated. Because the flow was only slightly higher than the limit, we are not concerned that 

UFR Procedures were not initiated, On the other days when UFRP events occurs, namely June 

6, June 3, June 5, June 8, June 9, and June 10, the flows were very close to the limit, suggesting 

proper implementation of UFRP. 

0 

The daily peak flows and TTC on Path 23 are shown in Figure 13. 
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900 i 

There were two days during May and June when UFRP events occurred, May 11 and June 6.  

These days are indicated with arrows in the figure. As the flame shows, on both days, the flows 

were very close to the path limit. We are satisfied that the UFR Procedures were properly 

implemented on this path. 
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VI. CONCLUSION 

For the two-month period in our report, we analyzed transmission congestion data on the A P S  

system along with data on purchases and sales, generation dispatch, and power flows on APS 

monitored paths, Congestion on the A P S  system occurred on Path 23 on two occasions and on 

path 22 on 8 occasions. When UFRP events occurred on these paths, we have found no evidence 

of anticompetitive conduct by APS that would have caused or aggravated the congestion. 

Furthermore, during UFRP events, there is no evidence that APS exploits this congestion by 

selling power at inflated prices. 

We evaluated the disposition of requests for transmission service on the APS system. We have 

not detected any significant concerns regarding access to transmission capability. We also 

evaluated transmission outage data and did not find evidence indicating that outages were used to 

restrict trading, 
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September 22,2005 

Jeff Guldner 
Director, Regulatory Compliance 
Arizona Public Service Co. 
Mail Station 9795 
P.O. Box 53999 
Phoenix, AZ 85072-3999 

VIA Email 

Re: Out-of-Merit Dispatch Analvsis 

Dear Mr. Guldner: 

As you requested, we have reviewed our dispatch analysis that was presented in our Quarterly 
Market Monitoring Report for APS for the period May-June 2005. Our estimates of out-of-merit 
quantities in the report were intended as a screen for potential competitive issues relating to the 
transmission system during times of congestion. It was not intended to analyze whether or not 
APS's dispatch decisions were or were not prudent. 

For purposes of such a screen, we do not require highly precise estimates of out-of-merit e 
dispatch, particularly on days when no congestion was present. Thus, we use a simplified 
dispatch model that does not take into account all of the system constraints and conditions that 
would actually be used by a utility making economic dispatch decisions. If our screen does 
identify a concern, we can perform a more detailed inquiry for the periods in questions. 

We noted in the report that this screening analysis does not reflect all operating constraints: 

[AI11 or a portion of the out-of-merit dispatch that we identify could be the result 
of transmission operating constraints or generator operating constraints. The 
transmission network may not be adequate in some areas to accommodate a least- 
cost dispatch and A P S  may be required to run certain units out-of-merit in order 
to avoid violating technical security requirements. Generating units also have 
constraints which may require them to run out-of-merit order. For example, a unit 
may have long minimum run times or minimum down times. Or a relatively 
expensive unit may be required to run in order to provide operating reserves or 
other ancillary services. As a result, like all electricity systems, APS will 
typically bave some level of out-of-merit dispatch.' 

Additionally, OUT analysis is an after-the-fact analysis that does not specifically account for any 
difference between forecast and actual operating conditions. For example, we would expect that 

Market Monitoring Report on the Arizona Public Service Company, June-May 2005, p. 24. We also 
note that it is typical for some units not to be started up on a given day due to high start-up cost relative to 
other units, even when the units not started up have slightly lower running costs. 0 
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load forecasts will be different than the actual system loads. Generation dispatchers must 
estimate the actual load for an hour when making dispatch decisions. Similarly, an after-the-fact 
analysis assuming integrated hourly generation will not reflect intra-hour events such as unit 
trips. 

Given that we did not adjust the data for the circumstances noted above, the estimates in the 
report will tend to over-state the true level of out-of-merit dispatch. In fact, OUT use of the term 
“out-of-merit dispatch” is merely intended to signify the calculated difference between our 
model and APS’s actual generation dispatch. 

We understand your concern that such estimates to screen for potential competitive issues could 
create an erroneous impression regarding the operation of the A P S  system. As noted above, our 
analysis is not intended to critique APS’s actual dispatch decisions under the detailed operating 
criteria specific to APS’s system. However, we have taken steps to refine our screening process. 
This letter provides a summary of a revised analysis that accounts for certain factors that will 
render more accurate estimates of the out-of-merit quantities on the APS system, although we 
still expect there to be difference between our estimates and APS’s actual dispatch decisions. 

Attached is a chart that reflects the revised analysis. This chart is in the same format as the chart 
in the report. As the chart shows, the average of the daily peak out-of-merit quantities is 168 
MW, compared to the average of over 500 MW noted in the original analysis. As we discussed 
in the report, any system will have operating constraints that would show as “out-of-merit’’ 
generation in our screen, either because of operational constraints or generator constraints not 
included in our dispatch model. An average out-of-merit dispatch calculation of 168 MW, for 
purposes of our screening, is not unexpected or unreasonable for a system the size of APS’s 
system even considering the refinements to our model discussed below. 

We made three adjustments to the data in our revised analysis. 

The first change we made was related to the method used to identify a unit as out-of-merit. In 
the data used in the report a unit was indicated as out-of-merit if it was running above what we 
indicated its economic output to be. Hence, there was no consideration for the fact that it may 
have been replacing a unit that was very close in cost, a situation that may be justified in reality 
due to other operating factors such as start-up costs or minimum run times. Accordingly, we 
revised our estimates so that a unit is indicated as out-of-merit if its costs were significantly 
higher than units that were turned off. Our revised analysis identifies a unit as out-of-merit only 
if its cost is more than $5/MWH higher than the most expensive unit turned off. 

After making this change, we made a second change because we noticed that on five days out-of- 
merit dispatch levels were significantly higher than on the other days during the study period. 
We hypothesized that operating conditions may have lead to these circumstances. In response to 
our inquiry regarding system conditions for those days, A P S  staff informed us that a major 
transmission system upgrade was being performed on one of the days and certain units had to be 
turned on to provide reliability. We were also informed that on the other days, wild fires were 
burning near major transmission lines and transmission operators were requesting that units be 
turned on in the event of fire-related line outages. We reviewed APS generator and transmission 
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logs for these days and were able to verify that on two of the five days the operators did dispatch 
Units for reliability. On the other three days, all days during which the fires were burning, we 
did not see explicit log entries for how the reliability dispatch was related to the fires. Because 
conditions were similar on these days to the one day when fxe-related concerns caused the need 
for reliability dispatch, we believe there was also a redispatch on those days to address reliability 
and APS simply did not log the specific redispatch measures taken. 

For the two days when we did have log entries, we adjusted the out-of-merit data so that units 
dispatched for reliability were not identified as out-of-merit. For the other days, we did not 
make any such adjustment because there were no explicit log entries to explain how to model the 
reliability dispatch, We note that for the two days for which we had reliability redispatch entries, 
we did not endeavor to judge whether or not the most efficient measures were taken or even 
whether the measures were necessary. Therefore, we treat these decisions the same way we treat 
planned outages. 

We made a third and final change to the analysis related to specific units. We changed the cost 
estimates of the Redhawk and West Phoenix units after we discovered the original estimates 
were based on incorrect heat rate curves. These incorrect curves resulted in an estimate of 
running costs that was too high. 

Please call me if there are questions in this regard. 

Robert A. Sinclair, PbD. 
Vice President, Potomac Economics 

Encl. 
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Press Release 
Attention: Business Editors/Reporters 

World’s 100 most sustainable companies announced at Davos: benchmarking 
study showcases sustainability premium 

DAVOS, SWITZERLAND, January 27, 2006-The 2006 Global 100 Most Sustainable Corporations in 
the World listing was released today in Davos, Switzerland by Corporate Knights and lnnovest Strategic 
Value Advisors, along with a benchmarking study demonstrating Global 100 outperformance of 7.1 1 % 
against the MSCI World Index. 

Innovest Chief Executive Dr. Matthew Kiernan, said: “Global companies’ performance on ESG 
(environmental, social, and governance) issues is rapidly becoming more critical to their competitiveness, 
profitability, and share price. The Global 100 companies showcased here today have already 
demonstrated that sustainability premium, and we believe that they are positioned to reward their 
investors even more heavily in the future.” 

Toby Heaps, Founder and Editor of Corporate Knights Magazine, announced the 2006 results, adding, 
“By whittling down over 1800 firms from around the world to just the top 100 sustainability performers, 
the Global 100 helps to separate the sustainability pretenders from the sustainability contenders.” 

The Global 100 is a listing of the 100 large blue chip companies around the world that demonstrated the 
strongest sustainability performance among their peers. The list was first published in 2005. 

Global 100 constituent company representative, Dr. Craig Barrett, Chairman of Intel Corporation 
presented the rationale that has driven his company to be a sustainability leader. 

This year, 28 of the 100 companies on the list were first-time entries, including Canon Inc., Nike Inc. and 
General Electric Company. Great Britain (30), the United States (1 7) and Japan (10) had the most 
companies among the 2006 Global 100. Notably, Sweden, with a population of 9 million (one thirtieth 
that of the US), scored 8 companies on this year’s Global 100. 

The benchmarking study constructed a hypothetical portfolio that would have invested evenly in the 100 
firms over the period running from December 1999 to December 2005. The study back-tested the 
hypothetical portfolio against the MSCI World Index and found that, after taking account of total return 
and rebalancing the portfolio quarterly to avoid excessive stock weights, the Global 100 outperformed the 
broader index by 7.1 1 % over the five year period. 

The top 100 sustainability performers in The Global 100 are chosen from the universe of publicly-traded 
companies on the MSCI World Index, based on research and analysis by Innovest Strategic Value 
Advisors. The analysis evaluates which companies had the best-developed ability-relative to their 
industry peers-to manage the environmental, social and governance (ESG) risks and opportunities they 
face. All of the companies included in the Global 100 are “best of class” in their respective industries. 

APSO9285 



I Stmicroelectronics I Stora Enso OYJ 
Storebrand ASA 
Swiss Reinsurance Company 
Tomra Systems ASA 
Transalta Corp. 
United Parcel Service Inc 

Sun Life Financial Inc 
Taylor Woodrow PLC 
Toyota Motor Corp. 
Unilever PLC 
United Technologies C o p  

Vestas Windsystems AIS 
Volvo AB 
Whitbread PLC 

The Global 100 
The Global 100 Most Sustainable Corporations in the World is a project initiated by Corporate Knights 
Inc. (www.corporateknights.ca), with Innovest Strategic Value Advisors Inc. (www.innovestgroup.com) a 
leading research firm specializing in analyzing “non traditional” drivers of risk and shareholder value 
including companies’ performance on social, environmental and strategic governance issues. Launched in 
2005, the annual Global 100 is announced each year at the World Economic Forum in Davos. 

Vodafone Group PLC 
Westpac Banking Corp. 
Yell Group PLC 

Innovest Strategic Value Advisors Inc. 
Innovest Strategic Value Advisors is an international investment research firm specializing in analyzing 
“non-traditional” drivers of risk and shareholder value, including companies’ performance on 
environmental, social, and strategic governance issues. Founded in 1995, the firm currently has over US 
$1.1 billion under structured sub-advisory mandates with asset management partners including State 
Street Global Advisors, and others. Innovest’s principal outside investor is ABP (Netherlands). Innovest 
has a professional staff of almost 60 with offices in New York, Toronto, San Francisco, London, Paris, 
Madrid and Melbourne. Innovest is The Exclusive Research Analytic Provider of the Global 100 Most 
Sustainable Corporations in the World. 

Corporate Knights Inc. 
Founded in 2002, Corporate Knights Inc. is an independent Canadian-based media company that 
publishes the world’s largest circulation magazine with an explicit focus on corporate responsibility. 
Corporate Knights also publishes the annual Best 50 Corporate Citizens in Canada as a Globe and Mail 
insert, and the annual Global 100 Most Sustainable Corporations in the World, announced each year at the 
World Economic Forum in Davos. 

For more information: 

Nicola Simpson, Innovest, at +1-905-707-0876, +44 (0) 20 7073 0477 
nsimpson@innovestgroup.com 

Toby A.A. Heaps, Corporate Knights, at 4-1-416-203-4674 or 
GSM at +1-4 16-73 1-7455 (toby ~ c o r p o r ~ l e k n i  ehkca ) .  

www.global1 OO.org 
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mailto:nsimpson@innovestgroup.com


The Global 100: Most Sustainable Corporations in the World 

What is The Global loo? 
FAQ 

Mission Statement 

Methodology 

Professional Reports 0 Who we are 

Contact us 

2006 List 

Davos 2006 

The 2006 Turnover 

Ou tperforma nce Study 

Word from the Top 

Downloads 

Global 100 in the media 

2006 

2005 

Media information 

Logo usage guidelines 

Reprints 

0 

The 2006 List by Country 

Company Name Country GICSO Industry 
Australia 
Insurance Australia G r o w  Australia Insurance 

Westpac Banking Corp. Australia Commercial Banks 

Austria 
Mayr-Melnhof Karton AG Austria Containers & Packaging 

Belgium 
Dexia Belgium Commercial Banks 

Canada 
Alcan Inc Canada Metals & Mining 

Enbridae Inc Canada Oil, Gas & Consumable Fuels 

Royal Bank Of Canada Canada Commercial Banks 

Sun Life Financial Inc Canada Insurance 

Transalta Corp. Canada Independent Power Producers & Energy Trad' 

Denmark 
Novo Nordisk A/S Denmark Pharmaceuticals 

Novozymes AIS Denmark Chemicals 

Vestas Windsystems AIS Denmark Electrical Equipment 

Finland 
Kesko Corp. Finland Food & Staples Retailing 

Nokia Corooration Finland Communications Eauipment 

Stora Enso OYJ Finland Paper & Forest Products 

France 
Groupe Danone France Food Products 

Lafa rg e France Construction Materials 

Germany 
Adidas Salomon Agency Germany Textiles, Apparel & Luxury Goods 

BASF AG Germanv Chemicals 

Deutsche Telekom AG Germany Diversified Telecommunication Services 

Fresenius Medical Care AG Germany Health Care Providers & Services 

Henkel AG Germany Household Products 

SAP AG Germanv Software 
~- 
Great Britain 
Alliance Unichem PLC Great Britain Health Care Providers & Services 

Aviva PLC Great Britain Insurance 

BAA PLC Great Britain Transportation Infrastructure 

Boots Grouo PLC Great Britain Food & Staoles Retailina 

BP PLC Great Britain Oil, Gas & Consumable Fuels 

British Airways PLC Great Britain Airlines 

http ://www. global 1 00. org/2006/by_country. asp 4/11/2006 
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Novartis AG Switzerland Pharmaceuticals 

Stmicroelectronics Switzerland Semiconductors & Semiconductor EaUiDment 

Swiss Reinsurance Company Switzerland Insurance 

United States 
Agilent Technologies Inc United States Electronic Equipment & Instruments 

Alcoa Inc United States Metals & Mining 

Bank Of America CorD. United States Commercial Banks 

Baxter International Inc United States Health Care Equipment & Supplies 

Coca Cola Company United States Beverages 

Eastman Kodak ComDanv United States Leisure Equipment & Products 

FPL Grouo Inc United States Electric Utilities 

General Electric Company United States Industrial Conglomerates 

Hewlett-Packard Company United States Computers & Peripherals 

Intel CorD. United States Semiconductors & Semiconductor EQUlDment 

lohnson & lohnson United States Pharmaceuticals 

Masco Corp. United States Building Products 

Nike Inc United States Textiles, Apparel & Luxury Goods 

Pinnacle West CaDital Coro. United States Electric Utilities 

Schlumberger Limited United States Energy Equipment & Services 

United Parcel Service Inc United States Air Freight & Logistics 

United Technoloqies Cor& United States Aerospace & Defense 

http ://www. glo ball 00. org/20 06/by_country. asp 4/11/2006 



I 

The Global 100: Most Sustainable Corporations in the World 

What is The Global 100? 

FAQ 

fJission Statement 

Methodology 

fessional Reports 

o we are 

Contact us 

2006 List 

D a w s  2006 

The 2006 Turnover 

Outperformance Study 

Word from the Top 

Down I oa d s 

Global 100 in the media 

2006 

2005 

I>? ed ia i nfo r ma t i on 
~ ' Logo usage guidelines 

Page 1 of 2 

The Global 100 Methodology 

Methodology 

The Global 100 is a list of publicly-traded, MSCI World-listed companies that, based on research and 
analysis by Innovest Strategic Value Advisors, have the best developed abilities, relative to  their 
industry peers, to  manage the environmental, social and governance (ESG) risks and opportunities 
they face. The companies were selected from the Innovest universe of around 1,800 securities. 

Innovest began the process by singling out all companies in its universe that had obtained a combined 
AAA score when last rated (see Innovest Rating Methodology Im~LhgdoIOgypdfl). Secondly, it 
eliminated all AAA-rated securities that were not listed on the MSCI World Index, as well as al l  
companies that had been acquired or whose operations were so integrated with those of a parent 
company as to not warrant having them stand as independent entities. The third step entailed circling 
back with each analyst to ensure that the companies selected in each o f  the Innovest category she/he 
covered really represented, based on the most recent information available, true global industry 
leaders. Some companies were then removed and others added following this process. Finally, the 
resulting set of Companies was reviewed by Innovest's Director of Research and certain analysts were 
queried one final time about their choices. The very final list of Global 100 Most Sustainable 
Corporations in the World was then sent to Corporate Knights for publication. 

You may notice that the Global 100 are not arranged in any particular order except alphabetically. That 
is because Innovest does not believe that it is particularly insightful, or even methodologically possible, 
to  give companies absolute sustainability ratings, as different industries face vastly different sets of 
social and environmental dynamics. Comparing an integrated oil & gas company directly to a food 
retailer essentially equates to, in Innovest's opinion, comparing apples and oranges. Companies on the 
Global 100 list are thus category leaders in terms of ESG risk and opportunity management for each of 
Innovest's 71 categories. The categories are not, however, represented equally as some of them 
feature greater numbers of strong performers than do others. 

For more on the company selection process, see also the FApec:.ion. 

Back to  top Back to home page ._...._.__._..---.- - .--..._..._.._......... --.. --- 

xhtm! 2 2  

~ 

http : //www. global 1 00. org/methodology . a sp 4/11/2006 
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EXECUTIVE SUMMARY 

As directed by The Institute of Internal Auditors (IIA), a Quality Assessment (QA) 
QUALITY 
AUDITING 
SERVICES of the Audit Services Department (IA Activity) of Pinnacle West Capital 

Corporation (PNW) was performed during the period April 11 - 22, 2005, at its 
headquarters in Phoenix, Arizona. The principal scope and objectives of the QA 
were: 

To assess the IA Activity’s conformity to the IIA’s International Standards 
fou the Professional Practice of Internal Auditing (Standards) and Code of 
Ethics, 

Activity’s effectiveness in carrying out its mission (as set 
forth in its documentation and as expressed in the expectations of 
management), and 

To identi@ opportunities to enhance IA Activity management and work 
processes, as well as its value to PNW, particularly with respect to corporate 
governance, risk management, and control. 

To evaluate the 

In preparation for the QA, the IA Activity prepared a self-study, with detailed 
documentation, and sent out customer surveys to all PNW/APS officers and senior 
managers. A summary of the results and accompanying comments (without 
identifying the individual survey respondents) has been furnished to the Director 
of Audit Services, hereinafter referred to as the Chief Audit Executive (CAE). The 
IA Activity staff was also surveyed, and a similar summary of results was 
provided to the CAE. Prior to the commencement of the onsite work, the team 
leader held a preliminary meeting with the IA Activity by telephone. The purpose 
of this meeting was to gather additional background information, to select 
executives for interviews from various functional areas, and to finalize planning, 
administrative, and logistical arrangements for the QA. 

During the on-site, interviews were conducted with the Audit Cormnittee Chair, 
PNW executives, the IA Activity staff, and representatives from the external audit 
fim. Also reviewed was the risk assessment and audit planning processes, audit 
tools and methodologies (including information technology), engagement and staff 
management, staff development activities, and a judgmental sample of audit work 
papers . 

The Institute of 
Internal Auditors 

We noted many positive aspects about the IA Activity. Some of the more notable 
are: 

In early 2004, the then new CAE brought in an outside consultant to 
evaluate the IA Activity’s information systems (IS) auditing capability. The 
IS audit hnction was found to be lacking, in that there was only one IS 
auditor and a supervisor only partially dedicated to the topic. As a result, 
the IS audit staff was augmented significantly. The use of outside expertise 

i 
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include it because we think it will be useful to PNW management and because it 
could impact the effectiveness of the IA Activity and the value it can add to PNW. 

ii The Institute of 

AUDITING i SERVICES 

is a best practice and IA Activity is to be commended for pro-actively 
addressing a significant professional proficiency shortcoming. 

In their Performance Plan, Environmental/Health/Safety (EHS) auditors are 
encouraged to spend one to two weeks in various areas of the company that 
they typically do not audit to obtain a better understanding of that function’s 
business activity. 

Of a judgmental sample of audit projects and related workpapers reviewed, 
in general, the audits’ strengths were at the heart of the audits. The auditors 
conscientiously executed the audit programs. Documentation of the test 
steps was logical and consistent. Findings, conclusions and 
recommendations generally were well supported by the work papers. 

OPINION AND RECOMMENDATIONS 

It is the opinion of the QA team that the Audit Services Department of 
Pinnacle West Capital Corporation generally conforms to the Attribute 
Standards and Performance Standards. Thus, overall the IA Activity generally 
conforms to the International Standards for the Professional Practice of 
Internal Auditing and the Code of Ethics. 

The IIA provides a system of rating the level of compliance with the International 
Standards which consists of three categories: generally conforms, partially 
conforms, and does not conform. 

In our lexicon, “generally conforms” means that an internal audit activity has a 
charter, policies, and processes that are judged to be in accordance with the 
Standards, with some opportunities for improvement, as discussed in our 
recommendations. “Partially conforms” means deficiencies in practice are noted 
that are judged to deviate from the Standards, but these deficiencies did not 
preclude the internal audit activity from performing its responsibilities in an 
acceptable manner. “Does not conform” means deficiencies in practice are judged 
to be so significant as to seriously impair or preclude the internal audit activity 
fi-om performing adequately in all or in significant areas of its responsibilities. 

Opportunities for improvement and best practices to enhance compliance with the 
Standards are listed below. 
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1. Evaluate the merits of an enterprise wide risk management process to 
help assure the maximization and efficient use of PNW resources across the QUALITY 

AUDITING company. SERVICES 
PART I1 - ISSUES SPECIFIC TO INTERNAL AUDIT ACTIVITY 

1. 

2. 

3. 

4. 
5. 

6. 

7. 

8. 

Define the nature of consulting services to be provided and document this in 
the Internal Audit Charter. 

Create an effective rotation program into and out of the IA Activity. 

Continue to improve the annual risk assessment process by assuring a 
linkage exists between global risks, the audit plan, and specific engagement 
risks. 

Implement a formalized core curriculum for the training of all audit staff. 

Establish a periodic internal quality assessment schedule to enhance the 
overall quality improvement and assurance program. 

Expand the work and value of the information systems audit group to both 
the IA Activity and audit clients. 

Include more audits on the audit plan that cover the entire universe of IS 
auditing. 

Encourage use of Operations Review Teams in various PNW and APS 
activities. 

The above recommendations are addressed in more detail in the Observations and 
Recommendations section of this report. 

David A. Tenney, CIA 
Team Leader 

Brian Kruk, CIA, CISA, CCSA, CGAP 
Director, Quality Audit Services 
The Institute of Internal Auditors 

The institute of 
Internal Auditors 

Team Members: 

Laura Gordon, CIA 
Patricia McFarland, CPA 
Richard T. Wilson, CPA 

iii 
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OBSERVATIONS AND RECOMMENDATIONS 

PART I - MATTERS FOR CONSIDERATION OF SENIOR QUALITY 
AUDITING 
SERVICES MANAGEMENT 

1. Evaluate the Merits 
of an Enterprise 
Wide Risk 
Management Process 

Recommendation 

Management’s Response 

At the enterprise level, risk is assessed in the 
individual subsidiaries of PNW but not across the 
whole corporation. For example, the CEO of AF’S 
has an excellent understanding of risk in AF’S 
because of years of experience in the electric utility 
business. Nevertheless, there are large departments 
within A P S  competing for resources, which is a 
normal business process. To maximize the effective 
and efficient use of resources within A P S  
departments and the other smaller subsidiaries of 
PNW, risks should be reviewed and evaluated 
continuously across the whole corporation to assure 
optimum resource allocation. This is Enterprise 
Risk Management (ERM), and it is considered a 
modem best practice for corporate governance and 
stewardship. 

PNW senior management should re-evaluate the 
merits of a more formal enterprise risk management 
process across the PNW family of companies and 
the operating departments of APS. 

The Business Practices group within the Legal 
Services Department is currently looking into a 
more formal Enterprise Risk Management process. 
A formal evaluation will be presented to Senior 
Executives. 

PART I1 - ISSUES SPECIFIC TO THE INTERNAL AUDIT ACTIVITY 

1. Define and Document The current draft of the Audit Services Department 
(IA Activity) Charter mentions consulting as part of 
the Mission and Scope of Work, but it does not 
define what sort of consulting will be provided. 
Standard 1000. C1 says, “The nature of consulting 
services should be defined in the audit charter.” If 
the IA Activity provides or plans to provide 
consulting services, the nature of these services 
should be added to the current version of the charter 
for senior management and AC review and approval. 

the Nature of 
Services 

1 
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Recommendation 

Pinnacle West Capital Corporation 

The CAE should determine what consulting services 
are or will be provided to client management and 
define these in the Audit Services Department 
Charter. 

Audit Management’s 
Response 

We will recommend to the Audit Committee and 
CEO the addition of a bullet in the responsibility 
section of the Audit Services Charter to read, 
“Perform consulting services, beyond Audit 
Services’ assurance services, to assist management 
in meeting its objectives. Examples may include 
facilitation, process design, training, and advisory 
services.” 

In addition, we have contacted the IIA’s Internal 
Auditing Standards Board and Professional Issues 
Committee to have them update the sample charters 
on the IIA’s web site to provide guidance on this 
issue. 

2. Create an Effective 
Rotation Program 

Interviews with many senior executives indicate that 
they would endorse the concept of a rotational 
program that would encourage operations personnel 
to rotate into Audit Services for a period of two to 
three years and auditors to similarly rotate to 
operations assignments with the effect of enhancing 
their business knowledge and credibility. Such 
rotation would also enhance both auditor and 
operational employee value to PNW by exposing 
them to other areas of the business, control 
responsibilities, audit techniques and higher 
management. 

A successful rotational program typically includes a 
core group of long-term professional auditors. 
Those involved in the program could be encouraged 
to pursue professional certification to further expand 
their business horizons or prepare some of them for 
possible permanent, professional audit assignments. 
A core group of long-term professional auditors is 
beneficial to the IA Activity in that it provides 
continuity of audit operations and training for 
rotating personnel. 

The Institute of 
Internal Auditors 
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QUALITY 
AUDITING 
SERVICES 

Recommendation 

Audit Management’s 
Response 

During interviews, staff stated that they were not 
optimistic about moving into good jobs outside of 
the IA Activity. This problem is exacerbated by the 
lack of career paths within the department. Such 
paths as there are end at “senior auditor”, which is 
not a management level position. Additionally, 
there are no entry-level jobs in the department, 
which restricts coaching and directing opportunities 
to enhance senior auditor leadership potential. 

We understand that the CAE is trylng to develop a 
rotational program, but the current levels of the LA 
Activity’s auditor positions may need adjustment to 
allow for effective rotation or job swapping with 
operations. Such considerations as multi-level audit 
positions, supervisory experience for auditors, 
operations training, etc., may need to be addressed 
to effectively implement such a program. 

In conjunction with Human Resources and with the 
support of senior executives, the CAE should 
accelerate efforts to create an effective rotation 
program into and out of the IA Activity for 
operations, financial and information systems (IS) 
people with management potential. This may include 
reviewing and restructuring job descriptions and 
position levels in the IA Activity. 

We have initiated this process through Human 
Resources’ workforce development group, and we 
are planning one-on-one conversations with 
operational, finance and IS executives. 

We will solicit from the audit staff, deemed to have 
“management potential,” who would be interested in 
such a program and where the best fit might be 
outside Audit Services. 

3 
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3. Continue to Improve 
the Risk Assessment 
Processes 

A linkage between the annual risk assessment, the 
annual audit plan and engagement risk assessment 
was identified and discussed during staff interviews 
and the review of workpapers. Staff indicated that 
the audit plan derived from the annual risk 
assessment does not bring forward the risks that 
should be addressed in the individual audits. When 
auditors are assigned audit projects and begin their 
engagement risk assessment, they must start from 
scratch to determine the risks to be covered. Staff 
made the point that this was inefficient and 
fi-ustrating, because, in order to be on the audit plan, 
an initial risk area must have been identified. The 
workpaper review tended to support staffs 
comments. In some of the audits reviewed, there 
was no evidence that the risk assessment and other 
factors fiom the LA Activity’s annual audit plan 
were appropriately taken into account in the audit 
planning the steps. 

Recommendations Audit Sewices should continue to improve the 
annual risk assessment process, making sure that 
linkage between global risks, the audit plan and 
speciJic preliminary engagement risks are 
understood and obtained. 

Implementation of the Audit Universe/Audit Plan 
function of AutoAudit would better align audit plan 
risk with engagement risk or, at least, provide better 
documentation of alignment that is otherwise not 
evident in current workpapers. 

Audit Man agemen t’s 
Response 

The reasoning behind the annual audit plan risk 
assessment is captured and retained on the Audit 
Services’ shared network. In the future, when 
assigning audit projects, managers and supervisors 
will take greater care to communicate that 
information to the project leader. This information 
will be input for the project planning process, but 
will not preclude the necessity for the project leader 
to do a more thorough project-level risk assessment 
specific to that project. That project-level risk 
assessment must be tied to the project audit program 
to demonstrate that the most significant risks are 
being addressed. 

- 
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Due to the timing of the implementation of the 
AutoAudit software in 2004, we intentionally did 
not utilize its risk assessment model. It is ow 
intention to do so in 2005. 

4. Implement a The latest Global Audit Information Network 
(GAIN) shows that the IA Activity has budgeted 40 Formalized Core 
hrs of training per year per auditor, and certain types 
of training are encouraged for each auditor (ie., 

Training Of Audit public utility basics). However, a core curriculum 
Staff has not been forrnally established for all audit staff 

training that would include such things as advanced 
audit techniques, recurring fraud awareness training, 
computer audit assisted techniques, etc. 
Furthermore, GAIN shows that annual audit training 
hours per auditor on average are approaching 60 
hours per year across the universe of companies. In 
this regard the IA Activity could consider increasing 
training hours. Eighty hours per auditor per year is 
considered to be current best practice. 

for the 

Recoin m en dation Develop and implement a formalized core 
curriculum for  recurring training of all audit stafl 
and consider increasing departmental objectives for 
annual training hours per auditor. 

Audit Management’s A Common Body of Knowledge has been developed 
Response and implemented. It contains audit courses as well 

as functional courses based on the auditor’s 
assignments. This will be incorporated with each 
Auditors annual performance management plan by 
the end of the year. 

We will continue to emphasize continuing 
professional education for our staff to maintain and 
improve skills and maintain professional 
certifications. Such training will be expanded as the 
budget permits. 

5 



5. Establish a Periodic 
Internal Quality 
Assessment Schedule 

a 
QUALITY 
AUDITING 

0 

Recommendation 

Audit Management’s 
Response 

6. Expand the Work and 
Value of the IS Audit 
Staff 

Pinnacle West Capital Corporation 

In 2004, the LA Activity had an internal quality 
assessment done by a team headed by one of the 
audit managers, reporting to the CAE. The report 
concerning this assessment was shared with the 
audit committee and senior executives. The IA 
Activity has also initiated a round robin process of 
audit manager review of samples of other managers’ 
work papers. Beyond this, however, the IA Activity 
has not scheduled a periodic internal assessment 
program, as required by Standard 1311. What they 
have done so far is commendable, but more needs to 
be done to establish an effective periodic internal 
quality assessment program. For example, each year 
a review of part of the Standards could be conducted 
in addition to the workpaper review and in the year 
before an external quality assessment is scheduled; a 
mini-QA could be done as a dry run for the external 
QA. 

Review the internal quality assessment work done to 
date and establish a schedule of periodic internal 
quality assessment activity, 

The quality assurance and improvement program 
section of our audit manual appropriately calls for 
periodic internal quality assessments. A full internal 
assessment was performed in 2004, preparatory to 
the 2005 external quality assessment. A schedule 
has been added to the audit manual -detailing the 
areas to be covered by internal assessments in 2006 
through 2009, anticipating another external quality 
assessment in 20 10. 

In the past, integrated audits have not been 
performed because of the small size of the 
information system (IS) audit function. Integrated 
auditing is used to provide adequate technical skills 
for all auditors and specialized expertise as needed 
for existing and planned technical environments. 
Recently, the size of the IS audit staff has been 
increased and they have as a result, begun 
conducting training classes for other audit staff. 
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Recommendations 

AUDITING 
SERVICES 

Audit Management’s 
Response 

7. Expand IS Audit 
Universe 

Recommendation 

Audit Management’s 
Response 

Pinnacle West Capital Corporation 

Explore opportunities to expand the work and value 
of the IS audit group to both the IA Activity and 
audit clients. 

With the increase in size of the IS audit stag efforts 
could be made to include IS auditors on audit teams. 
As needed, IS auditors could also act as consultants 
on audits. Additionally, an on-going dialog between 
IS and non-IS audit staff could be encouraged to 
establish a better understanding throughout the IA 
Activity of what functions IS auditors perform. 

A second course is being developed for the non-IS 
staff on application audits to be presented in the fall 
of 2005. We currently have a team of technical and 
non-technical auditors workmg on the 
implementation of our ERP System, JBOS. We will 
incorporate integrated audits as time permits. 

The IS audit staff has not conducted end-user 
computing or telecommunications audits. End-user 
audits are targeted for the 2006 audit plan and, in the 
past, telecommunications was considered to have 
lower relative risk. 

The IS audit plan should be expanded to include 
audits that cover the entire universe of IS auditing. 
Auditable units, such as; Data Centers, Application 
Systems, System Development, End-user Computing, 
E-commercellnternet, Information Security, and 
TelecommunicationslNetwork, should become part 
of the overall audit universe and be risk assessed for  
audit plan consideration. 

The IS Audit universe will be expanded to cover 
those areas that have not been included. Application 
Systems, System Development, and Information 
Security were included in the plan for 2005. 
Sarbanes-Oxley work will help identify End-user 
Computing systems. 
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LUDITING Teams 
SERVICES 

. Recommendation 

Pinnacle West Capital Corporation 

Some clients indicated that they have their-own 
operations review teams internal to their operating 
departments. These review teams perform functions 
very similar to internal auditing, but they report their 
findings to departmental management. Use of such 
teams can enhance a department’s control, because 
managers from withm the department readily can 
spot weaknesses or shortcomings because of their 
operational expertise. The IA Activity could 
interface with and advise such teams and review 
their work. As a consulting function, the IA 
Activity could even provide training in program 
development, workpaper preparation, reporting and 
follow-up to operations review team members. 

If reviews of the work of these teams shows relevant 
operations are well controlled, the IA Activity could 
possibly reduce audit efforts in these areas, hence 
using these teams as an extension of internal audit, 
without adding to head count. The use of outside 
expertise in internal auditing is a best practice. 

The CAE should encourage use of Operations 
Review Teams in the various opevating units and 
assist and coordinate veview activities with them, as 
appvopviate. 

We will identify the existing review teams and work 
to integrate the work they are doing into our annual 
planning risk assessment. We will offer as much 
assistance as is appropriate. 

Audit Management’s 
Response 
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0 
Introduction and Audit Process 

The NERC Readiness Audit Program is one of the commitments of NERC and the industry to 
strengthen the reliability of the North American bulk electricity supply system following the 
Blackout of August 14,2003. 

The NERC readiness audit program provides independent audits of control area and reliability 
coordinator operations and identifies strengths and areas for improvement in an effort to promote 
excellence in reliability operations among control areas and reliability coordinators. 

The document “NERC Interim Control Area Readiness Audit Procedure” describes and defines 
the process used for readiness audits of existing control areas. 

Audit teams, led by NERC staff, include a regional co-leader and industry volunteers with 
considerable expertise selected so as to provide representation from other Interconnections, other 
regions, and neighboring control areas. Audit teams also include a FERC staff representative. 

The Arizona Public Service (APS) Readiness Audit Team met on-site with APS representatives 
on October 26-28,2004. This report reflects the views and recommendations of the audit team 
regarding the readiness of the APS control area to meet its responsibilities as a control area. 

Audit Team 
Scott Porteous*, NERC staff 
John Powell*, Platte River Power Authority 
Scott Kinney, Avista 
Mike Harrison, Seattle City Light 
Dan Boezio, American Electric Power 
Jacqueline Power, NERC staff 
John Kueck, FERC staff 
Thanh Luong, FERC staff 

Observers 
Richard Schneider, NERC staff 
John Maciejewski, INPO staff 
Steve Ashbaker, WECC staff 

*Co-lead 
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0 Organization Profile 
Arizona Public Service (APS) is a vertically integrated utility that has separated its marketing 
function from control area operations. APS is a member of the Western Electricity Coordinating 
Council (WECC). APS vertical integration has helped ensure reliability, as seen in its 
management structure, which has all transmission reliability-related departments reporting to one 
director. The managers of Transmission Planning & Engineering, Transmission Projects, Power 
Operations, and Technical Projects all report to the Director, Transmission Operations & 
Planning. 

This structure places all reliability functions, including transmission planning, system studies and 
operations, and even after-the-fact data analysis, into one management team. The SCADA 
support section reports to the Manager, Power Operations, providing direct support to the 
operations group at the Energy Control Center (ECC). 

The APS control area covers the entire state of Arizona. It is heavily interconnected with both 
the Salt River Project (SRP) control area, which covers the city of Phoenix and areas to the east 
of the city, and the Western Area Power Administration. It also interconnects with seven other 
control areas and has up to four tie lines with each. Most of the generation facilities in Arizona 
are large output, jointly owned units with several owners for each facility. 

APS operates facilities at 500,345,230, 69, and 12 kV around the state. The summer peak load 
is approximately 6,700 MW, and currently APS has approximately 4,000 MW of installed 
capacity. The state contains numerous large independent power producers. 

APS has four 24-hour positions: two transmission operators, one generation operator and one 0 
scheduling operator. One additional transmission operator covers the day shift Monday through 
Friday. One of the transmission operators is designated as the floor supervisor for each shift. 
APS presently has 10 operators covering the generation and scheduling desks on a rotational 
basis and 14 transmission operators. 

Just prior to the summer peak in 2004, APS experienced an unusual contingency near the Palo 
Verde nuclear plant that caused extensive transformer damage and loss of load. The final 
disturbance report for this incident had not been published at the time of this audit. APS 
operated through the summer peak with voluntary load conservation in effect at commercial and 
residential levels due to equipment damage from this incident. These circumstances illustrate the 
quality of the coordinated response from APS staff in operating the system in difficult 
circumstances. 

APS proactively prepares for abnormal operating conditions. APS has developed the Arizona 
Security Monitoring Manual to assist the operations staff in determining real time limits for all 
elements in service and the N-1 contingency limits for all critical elements in the system. This 
document adequately mitigates the lack of a state estimator and real time contingency analysis 
programs in the EMS. 

The operators and support engineers work closely together to support the operation of the APS 
system. Each group expressed confidence in the other’s ability to work cooperatively. 

-2- 
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Executive Summary 
The audit team believes that the APS control area has the appropriate reliability plans, processes, 
tools, and personnel in place to respond to unplanned events on their system. However, the audit 
team also found that training and documented procedures need the highest priority of attention to 
address the required improvements. There are also less critical recommendations that need to be 
addressed. 

System operators have access to complete and up-to-date information with which to operate the 
system. This information, along with tools to mitigate contingencies, such as special protection 
systems and an EMS-based load shedding program, give the system operator full flexibility in 
managing the system. 

APS proactively prepares for abnormal operating conditions. APS has developed the Arizona 
Security Monitoring Manual to assist its operations staff in determining real time limits for all 
elements in service and the N-1 contingency limits for all critical elements in the system. This 
document adequately mitigates the lack of a state estimator and real time contingency analysis 
programs in the EMS. 

APS’s procedures with its nuclear plant ensure each party is aware of its responsibilities. APS 
has set the voltage alarm limits in the EMS to 1 kV more conservative than the plant 
requirements alerting APS operators in real time to adjust system parameters if necessary. 

The audit team has recommendations for APS in several areas. Two items that need immediate 
attention are training and documentation. 

Training for the power operations group, once initial training is completed for new staff, is done 
almost exclusively through self-update. With the present staffing levels and the extensive 
experience of the operators, very little time is available for ongoing training and there is no 
structured program in place. 

Documentation was out-of-date in many of the documents reviewed. Insufficient documentation 
is available on the tools the operators use. APS reported that it is moving to an electronic 
documentation system, which should address many of the concerns; however, APS needs to 
ensure its existing documentation is adequate until this project is completed. 

Recommendations 

The audit team recommends: 

1. APS ensure that all of its operators are NERC-certified. 

2. APS continue its succession planning to ensure trained staff is available when operators 
retire. 
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0 3 .  

4. 

5 .  

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

APS allow sufficient training time and resources for operators, engineers and other 
support staff. 

APS develop a structured training program for new generation and scheduling operators 
including testing and evaluation as they progress. 

APS develop a structured program for ongoing training of its operating staff 
including refiesher training material. 

APS reinforce voice communications protocol for operators and field staff. 

An officer of APS signs the authorization letter to the operators and route it to the 
appropriate APS departments to demonstrate the corporate commitment to reliable 
operations. 

APS document the procedures for using the current operator tools. 

APS continue the replacement the SCADNEMS and add state estimation, real time 
contingency analysis and the operator training simulator. 

APS complete the new backup control center. 

APS schedule more frequent visits to and operation from the backup control center and 
document all operators’ participation in these visits andior operations. 

APS obtain additional frequency sources in its service territory and develop a summary 
display with multiple frequency sources to assist the operator in determining islanding 
conditions. 

APS install an automatic switchover system for the ACE frequency sources. 

APS evaluate the implementation of an operating reserve alarm. 

APS review and update documents and institute document controls to ensure 
documents are kept up to date. 

APS formalize the just-in-time training done face-to-face in the control room to ensure 
off shift operators do not miss any information. 

APS follow up with neighbors regarding comments made in the pre-audit 
questionnaires. 

APS place the Palo Verde switchyard voltage alarm in the top priority among alarm 
classifications. 
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0 19. APS develop separate job descriptions for control room positions that state that the 
operators are required to follow NERC policy. 

20. APS perform the ACE calculation at least every 6 seconds. 

21. APS develop a method to share operational information with Palo Verde for the plant to 
safely plan operations in a manner that considers the FERC Standard of Conduct, yet 
ensures that Palo Verde is supplied with all information needed for safe operation 

Positive Observations 
1. 

2. 

0 4. 

5 .  

6 .  

7. 

8. 

9. 

The management structure of the Transmission Operations and Planning Department has 
allowed APS to put reliability functions, including transmission planning, system studies 
and operations, and even after-the-fact data analysis, less than one management team. 
This arrangement has lead to the reliability-first mentality shown by APS staff 
interviewed during this audit. 

The transformer contingency earlier in 2004 and the processes required to serve customer 
load through the summer peak illustrate the quality of the coordinated response from APS 
staff in operating the system in difficult circumstances. 

APS has developed the Arizona Security Monitoring Manual to assist the operations staff 
in determining real time limits for all elements in service and the N-1 contingency limits 
for all critical elements in the system. This document mitigates the lack of a state 
estimator and real time contingency analysis programs in the EMS. 

The operators and support engineers expressed confidence in each other’s abilities to 
work cooperatively to operate the APS system. 

APS has 100 percent of its substations on SCADA. 

The alarm system processed over 11,000 alarms in the first minute of a contingencq 
earlier in 2004 without losing any information. The operators interviewed indicated the 
alarm system works very well. 

APS has one summary display showing static capacitors, reactors and generators 
available to eontrol the voltage profile around the system. The audit team commends 
APS on its excellent voltage summary displays. 

The Remedial Action Schemes displays in the SCADA system show arming status as 
well as actual flows and limits associated with each scheme. 

APS has completed generator testing and met model validation requirements on all its 
generators. 

10. APS has provided load shedding displays to assist the operators with load reductions 
when required. The displays include sub areas of the APS system for use if reductions 
are required in only one part of the state. 
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1 
2 

0 

Date andlor 
Applicable Documents Version 

WECC Operating Committee e-mail on voting results 
Rocky Mountain Desert Southwest RC Empowerment Agreement 711 IO3 

Discussion 

1. Criteria and Compliance 

1 .I. Agreements 
The control area must have agreements that establish their authority as a control area. The 
control area must have agreements that establish the reliability coordinator for its control 
area. 

On-site review discussion: 
APS is in the process of being certified as a control area by the WECC. APS is waiting for 
final approval from the WECC Board of Directors, which is expected before the end of 2004. 

APS has a signed empowerment agreement with the Rocky Mountain Desert Southwest 
Reliability Coordinator (RDRC) that establishes responsibilities and authorities for the 
RDRC . 

1.2. Staff Certification 
Control area operators must be NERC-certified operators. The control area must have 
sufficient NERC-certified operator staff for continuous coverage of the control area operating 
positions. 

0 

On-site review discussion: 
APS staffs two transmission desks around the clock and a third desk Monday through Friday 
dayshift that monitor the transmission system and perform needed switching through the 
energy management system (EMS). APS also staffs a generation desk and a scheduling desk 
that dispatch generation and handle transaction tagging and checkouts. These positions a1 1 
work from one control room, and the lead transmission operator is the lead operator for the 
shift. APS presently has 14 transmission operators and 10 operators that cover both the 
generation and scheduling desks, working rotating shifts. 

All transmission operators are certified except for one trainee who does not operate any 
voltage above 12 kV without a certified operator guiding his actions. The trainee will be 
certified before operating the system above 69 kV without a certified operator present. 

APS determined early in 2004 that it needed all 10 generatiodscheduling operators to be 
certified and set the end of 2004 as the target date. At the time of the audit, 5 out of 10 were 
NERC-certified. APS expects that all operators will be certified by the end of 2004. 
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APS has certified the transmission and generation section leaders and the operations manager 
that directly supervises the control room staff. APS will also have three support engineers 
that provide direction to the control room operators certified by the end of 2004. All required 
staff are expected to be certified at the reliability authority level by the end of 2004. 

0 

1 

2 

APS has determined that it does not have enough experienced operators to cover the required 
shifts, take scheduled time off and continue to train newer operators to the level required. 
APS has developed a succession plan and is attempting to staff to the level required. 

The audit team recommends APS continue the certification process for all of its operators. 

Date andlor 
Applicable Documents Version 

NERC Certification spreadsheet None 
Energy Control Center Transmission Reliability Supervisor work 
schedule. I oiaio4 

1 

1.3. Security 
Access to the control room must be controlled for security reasons. 

Date andlor 
Applicable Documents Version 

311 9/04 WECC/NERC Cyber Security Self Certification Survey 

On-site review discussion: 
Access to the primary and backup control buildings is controlled via card key admission for 
staff and security personnel that screen visitors. There is a separate layer of security for 
access to the control room area of the buildings. FBI and local police contacts are available 
to staff. Control room staff would normally contact security personnel and local authorities 
if required. APS operations management would be the normal contact with the FBI. 

0 
APS has completed and filed the cyber security self-certification documentation with WECC 

On-site review discussion: 
APS uses a five-week shift rotation for its operators that allow three days each cycle for 
training, vacations, and shift coverage for other operator’s vacations. With the years of 
experience that APS operators have, there has not been time for off-shift training. APS plans 
to hire a training administrator who will schedule all operator relief time. This move will 
ensure the best use of the extremely limited time available. APS also reports it is trying to 
increase staffing in the control room and support areas to allow more time for training. The 

0 
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audit team recommends APS develop a structured program for ongoing training of its 
operating staff. 

0 
APS does not have staff dedicated to training the Transmission Operations and Planning 
Department. Ongoing training is done using purchased programs that run on the company 
LAN or are Internet-based. APS reports the operators can then access the material while on 
shift or from home to keep up to date. The audit team recommends APS develop refresher 
training material for the transmission and generator/scheduling operators. 

New operators are trained primarily on shift with a mentor to guide them through material 
required for each shift position. The transmission desk has a structured approach and testing 
material available to aid in measuring trainee progress. The new transmission operator learns 
the 12 kV system first, then progresses to the 69 kV system and finally to the higher voltage 
system. 

The generatiodscheduling desk also uses the mentoring approach but has little structured 
material to guide the trainee. The audit team recommends APS develop a structured program 
for new generation and scheduling operators including testing and evaluation as they 
progress. 

The managers and operators interviewed reported that APS operators and field staff tend to 
know each other very well from working many years together. This sometimes leads to the 
use of colloquial language during normal and contingency operations. The audit team 
recommends that APS reinforce voice communications protocol for operators and field staff. 0 
APS has not been able to meet the required five days of training on emergency situations due 
to limited operator hours available. APS has recently completed a succession plan for the 
operations group. The plan shows a need to hire new operators starting immediately. This 
action will allow them to be trained and ready to take shift when retirements are expected 
The audit team recommends APS implement its succession plan to help ensure trained staff is 

available when operators retire and ensure existing operators have adequate annual training. 
Training records were available for review during the audit. 

Seasonal training is provided based on the summer and winter planning studies. The 
operation support engineers walk through each procedure for mitigation of overloads 
identified in the contingency evaluations with the operators. The operators have access to the 
paper versions of the power flow studies at the desk. For scenarios that may require load 
shedding, significant switching, or transmission reconfiguration, there is a separate binder 
available in the control room for the operator’s use. The audit team recommends APS 
provide sufficient training time and resources for operators, engineers and other support staff 
in the department. 
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1 

2 

3 

Date andlor 
Applicable Documents Version 

EMSIEOS Training Guide 6/9/03 
Training Records: Overview spreadsheet showing course 
scheduled and whether it has been completed. . None 
Power Operations Energy Control Center Transmission Reliability 
Supervisor Training Course None 

4 I Printout of on-line training records 

2. Authority 
The control area is responsible for establishing and authorizing the control area operator position 
that will have the on-shift responsibility for the safe and reliable operation of their portion of the 
bulk electric system in cooperation with neighboring control areas and its reliability coordinator 

None 

On-site review discussion: 
The authority of the system operator is well-documented in several locations including: the 
transmission supervisor, shift leader, and transmission supervisor job descriptions, and the 
authority memo signed by the Manager, Power Operations. The transmission supervisor job 
description is used for all operators who are not shift leaders. The audit team recommends 
separate job descriptions be developed for each position in the control room including the 
requirement that they follow NERC policy. 

5 1 Load Shed Training for 2004 (5119-21, 5128, 611, 612) 

APS has had to shed load several times over the past few years due to contingencies on the 
system. All the operators interviewed were fully aware of their authority and responsibility and 
stated they would do what was required to ensure reliability up to and including load shedding. 
They are not expected to call supervision before load is shed. The audit team recommends an 
officer of APS sign the authorization letter to the operators and route it to the appropriate APS 
departments to demonstrate the corporate commitment to reliable operations. 

None 

I 1  I Date andlor I 
I Applicable Documents Version 

1 
2 

3 

3. Responsibilities in the Planning Time Frame 
The control area must have a process for day-ahead planning, as well as a process for longer term 
planning, such as week-ahead, year-ahead etc. for the operation and outage scheduling of 
transmission facilities and generation and reactive resources. 

Code30594 None 
7130197 

Memo from Manager Power Operations: Responsibilities and 
Authorities I19103 

ECC Supervisor Job Description Job Code 030592 

The control area must have agreements with its reliability coordinator to ensure that day-ahead 
and longer term plans for the operation and outage scheduling of transmission facilities, 
generation and reactive resources, will not result in unacceptable bulk electric system reliability. 
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On-site review discussion: 
APS has two groups of engineers that support the planning fimction and both report to the 
Director of the Transmission Operations and Planning Department. The longer-tern planning 
group starts its planning 1 year ahead and goes out at least 10 years. The shorter-term planners 
report to the Manager, Power Operations, and cover from one year to real time. The two groups 
work closely together to ensure a smooth transition toward real time. 

0 

1 
2 

The long-term planning group produces three detailed cases on the high voltage system for 5 ,  8 
and 10 years ahead jointly for WECC. This group also produces base cases for the lower 
voltages for APS and a 10-year assessment for Arizona's public utility commission. Regional 
transmission planning groups have been formed to study the northern Arizona-Colorado-Utah 
and California-Arizona areas. 

Date andlor 
Applicable Documents Version 
WECC Minimum Operating Reliability Criteria 8/9/02 
Arizona Security Monitoring Manual May 2004 

The Phoenix area has seen high load growth over the last few years. This growth, along with 
new generation capacity at the Palo Verde trading hub, has placed significant demands on the 
Phoenix-area transmission system. High load growth in the Phoenix Valley has required the use 
of some must-run generation that the Arizona utility regulators would like to minimize. The 
long-term planners are responsible for reducing the must-run generation requirements. Joint 
studies are run with the Salt River Project (SRF') for projects that will increase import limits to 
the Valley or elsewhere in the state. 

The short-term planning group plans up to one year in advance. It creates operating limits that 
comprise the Arizona Security Monitoring Manual (ASMM). The ASMM lists all elements in 
service and N-1 limits for all critical areas of the APS system and the three WECC paths that 
APS operates. These limits are then entered into the SCADA system for use in real time. 

0 
Long and short-term planners use the General Electric power flow and stability program for 
system studies. An in-house post-transient program is run using the GE program. Also, an auto 
analysis program was developed in-house to run multiple contingencies at one time. The 
planners have desktop access to the EMS to check model accuracy historically or in real time. 
Two local generator stability problems have been identified on the system that occurs only 
during outage conditions. Limits have been developed to mitigate these problems. 

APS outage planners coordinate planned outages on the system and ensure that operating limits 
are available for expected system conditions. This group coordinates closely with the short-term 
planners and produces the day-ahead plan that is passed to the operator each afternoon. 
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4. Real-Time Monitoring 

4.1. General 
The control area must provide the control area operators with effective, reliable computer and 
communication facilities for data and status monitoring, and voice communication at both the 
primary and the backup control facilities. ' 

On-site review discussion: 
APS has a redundant IBM SCADA/EMS at the primary site that monitors and controls 100 
percent of the APS substations across the system. APS has no state estimation nor real-time 
contingency analysis at this time. A new EMS/SCADA that will include state estimation, 
real-time contingency analysis and an operator training simulator is scheduled to be 
commissioned in late 2006. The audit team recommends APS continue its plan to replace the 
SCADNEMS and add these functions. 

The SCADA is a proprietary system, and very little documentation or training material exists 
for the system. Separate tools for the generatiodschedulers are also proprietary and lack 
documentation. The audit team recommends APS document how to use the operator tools in  
place today. 

Voice communication options for the system operators include public switched telephone, 
ring down circuits on microwave and leased circuits, a company radio system, a satellite 
phone, pagers and cell phones. The front end of the communications system is being updated 
and will be in service early in 2005. It will include a new voice recording system for easy 
access to all calls going through the system. The operators have full authority to call staff to 
repair any parts of the system in the off hours. 

APS has produced the Arizona Security Monitoring Manual to assist the operators in 
determining appropriate system limits for all elements in service and N- 1 contingencies. 
This document helps mitigate the lack of a state estimator and real time contingency analysis 
programs in the EMS. 

The operators interviewed reported excellent support on all control room tools and expect the 
new communications system to be a useful improvement. 

4.2. Alarms 
The control area operator must have effective and reliable alarming capability This should 
be supported in the control area's Energy Management System (EMS) andlor Superb isory 
Control And Data Acquisition (SCADA) system by alami priority. 

On-site review discussion: 
The APS transmission desk alarm system prioritizes alarms by color and always displays 
breaker operations and emergency alarms at the top of the page. Audible alarms can be set 
for individual alarm types. The alarm system processed over 1 1,000 alarms in the first 
minute of a contingency earlier in 2004 without losing any information The operators 
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Applicable Documents 
1 2004 System Rating Maps 
2 APS Facility Normal and Emergency Rating Methodology 

din 

Date andlor 
Version 

Aug 2004 
2/2004 

Audit 

interviewed indicated the alarm system works very well, and they hope the new system 
works as well. The audit team commends the robust APS alarm system. 

0 

The control area must have a workable plan to continue to perform the control area functions 
that are required to maintain a reliable bulk electric system following the partial or full 
failure of its computer facilities or monitoring tools at the primary control facility. 

On-site review discussion: 
APS presently has two backup control centers; the older one has basic telephone and 
computer fimctionality available, the newer one, under construction, has the same tools as the 
primary control center and full functionality as long as the primary site computers and data 
links are in service. The newer site is expected to be available before the end of November 
2004. If either the primary center EMS or data links to the new backup control center are 
lost, only about 30 percent of the transmission system assets can be monitored and 
controlled. APS is working to dual port its remote terminal units to provide full functionality 
at both sites and expects this work to be complete by the end of 2005. All of the information 
required for the generatiodscheduling function is available at the new backup site(s). The 
audit team recommends APS continue its plans to complete the new backup control center. 

APS has a procedure to follow in the event evacuation of the primary site is necessary. A 
“grab bag” is available containing essential information to take to the backup center. The 
APS system is closely tied to the SRP control area, and the two systems are working on 
procedures to monitor each other’s systems while operators are in transit to the backup 
center. 

The new communications system will be installed at both the primary and new backup sites 
giving the operators the same functionality fkom either site. 

APS has been starting and operating from the old backup control center for at least a few 
hours annually to test the equipment and keep the operators familiar with the tools abailable. 
The operators interviewed stated that more frequent backup tests are needed. The audit team 
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Applicable Documents 

APS Power Operations Training Admin Company Correspondence 
1 

2 

On-Call Support Procedures for OASIS, DTL, and EMS 

document on Evacuation to the backup center 

Date andlor 
Version 
10/15/01 

3/30/99 

4.4. Monitoring Responsibilities 
The control area operators must monitor operating data and status in real-time operation, 
including: 

3 
4 

Multiple frequency monitoring 
Multiple voltage monitoring 
Facility monitoring 
Transmission system congestion 
Load generation balance 
Contingency reserves 
Special protection systems 
Load tap changing settings 
Status of rotating and static reactive resources 

Avtec Console Startup for Backup Center 
ECC Evacuation Center Drill Pian for May 5, 2003 Drill 

None 

On-site review discussion: 
The APS SCADA system monitors and controls all substations in the APS control area. Two 
frequency points are available from a local substation for the AGC system. Several other 
frequency sources are available in the SCADA system but not easily accessed by the 
operator. Voltage is monitored across the system from 12 to 500 kV. Special protection 
system status, load tap changer positions and the status of rotating and static reactive 
resources are monitored and displayed. The tools for the generatiodschedulers include the 
area control error calculation, a summary screen for all generation resources, and 
contingency reserve requirements. Actual values are displayed. 

4.5. Frequency Monitoring 
The control area operator must monitor frequency and direct actions to resolve significant 
frequency errors, and correct real-time trends that are indicative of potentially developing 
problems. Frequency monitoring points should be of sufficient number, and from several 
locations with sufficient area coverage to allow the control area operator to effectively 
monitor the control area, and be able to determine possible islands. 

On-site review discussion: 
APS has two local frequency sources easily accessible on the SCADA and several more 
sources in the tabular section of the EMS, which are not easily accessible. The operators 
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interviewed stated that all the generating plants have local frequency that could be obtained 
by telephone. The audit team recommends APS obtain the frequency from these additional 
sources and develop a summary display of them to assist the operator in determining 
islanding conditions. 

0 

1 

4.6. Voltage Monitoring 
The control area operator must monitor voltage levels, and take appropriate actions to 
support the bulk electric system voltage if real-time trends are indicative of potentially 
developing problems. Voltage measuring points must be of sufficient number and from 
several locations and voltage levels to allow the control area operator to effectively monitor 
the voltage profile of their control area. 

Date andlor 
Applicable Documents Version 

Display EMS Display “AVR & PSS” shows RT status of unit AVR and PSS 

On-site review discussion: 
APS monitors voltage at all of its substations and at all voltages from 12 kV to 500 kV. 
Alarms will alert the operator if voltages are not within +/- 5 percent of nominal voltage at all 
voltage levels. APS has developed a voltage summary display for the operators to monitor 
the system. Static capacitors, reactors and generators control the voltage profile around the 
APS system, which does not experience severe high nor low voltage with its load pattern. 
The audit team commends APS on its excellent voltage summary displays. 

Applicable Documents Version 

4.7. Reactive Reserve 
The control area must ensure that reactive reserves are available, and properly located to 
satisfy the most severe single contingency. 

On-site review discussion: 
Planning studies indicate the system is thermally limited. A reactive analysis study is done 
annually to support seasonal operating transfer capabilities and update the ASMM. A 
SCADA summary display shows the status of all static reactive resources and the reactive 
output of all generators. Another SCADA display shows the status of dynamic reactive 
reserve in the Yuma and Phoenix Valley load centers. APS attempts to maintain generators 
at near unity power factor. 

I Date andlor 1 
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There must be an established process to determine which facilities will be considered critical 
to the reliability of the bulk electric system, and real-time operating information (data and 
status). Operating limits for the critical facilities must be provided to the control area 
operators and the reliability coordinators. 

0 

Applicable Documents 

On-site review discussion: 
APS operates three WECC paths that are monitored along with all facilities on the WECC 
key facilities list. Flows for these facilities are telemetered to the RDRC. The RDRC 
prmides the limits to APS for the paths it operates. 

Date andlor 
Version 

4.9. Transmission System Congestion 
The control area must monitor transmission flowgates, and be prepared to take actions to 
alleviate congestion in conjunction with, and as directed by its reliability coordinator. 

On-site review discussion: 
APS operates and monitors three WECC paths (analogous to flowgates in the Eastern 
Interconnection). If flows exceed limits, APS has procedures to cut schedules for all 
transactions that are contributing more than 10 percent to the flow on the overloaded path. 

4.10. Load Generation Balance 
The control area operator must monitor the balance of load, generation and net schedule 
interchange in their control area. The control area operator must take actions to mitigate 
unacceptable load, generation, and net scheduled interchange imbalance. 

0 

On-site review discussion: 
The APS generation and scheduling operators are responsible for load and generation 
balance. The generation desk controls area control error (ACE), selects generators for 
automatic generation control, and manually dispatches other units as needed. The target is to 
keep ACE within the Llo limit. 

The scheduling operator manages interconnection schedules and transaction tagging. 
Interchange schedules are confirmed verbally before schedules start and checkouts are done 
after each hour. 

APS has two frequency sources for the ACE calculations, both from one local substation on 
two separate buses. There is no automatic switchover to the alternate source if the source on 
control is lost. The audit team recommends APS install an automatic switchover system for 
the ACE frequency sources. 

-15- 



NERC 2004 Control Area Readiness Audit 

1 

Arizona Public Service 

0 All quantities required to develop ACE are telemetered to the EMS every four seconds. This 

Applicable Documents 
CPSl, CPS2 and DCS reports 

information is transferred to the generatiodscheduling computer system, and the ACE 
calculation is performed every 10 seconds. The audit team recommends APS develop a 
means to calculate ACE on at least a six second basis as required by policy. APS does, 
however, meet CPS- 1, CPS-2 and DCS operating criteria. 

1 
Applicable Documents Version 

1 1/3/97 SRSG Operating Procedure No. 3 

4.1 1. Contingency Reserves 
The control area operator must monitor the required reserves, and the actual operating 
reserves in real-time, and must take action to restore acceptable reserve levels when reserve 
shortages are identified. 

1 

On-site review discussion: 
APS is a member of the Southwest Reserve Sharing Group (RSG). The RSG determines the 
hourly reserve requirements based on day ahead load forecasts and the largest contingency 
found by the members of the group. Financial penalties are imposed if RSG requirements are 
not met. 

Applicable Documents Version 
May 2004 Arizona Security Monitoring Manual 

APS manually monitors actual operating and spinning reserves versus hourly limits provided 
by the RSG on a spreadsheet. The system updates the actual values each second-second 
scan. The audit team recommends APS evaluate the implementation of an operating reserve 
alarm. 

I Date andlor 1 

4.12. Special Protection Systems 
The control area operator and the reliability coordinator must be aware of the operational 
condition of special protection systems that may have an effect on the operation of the bulk 
electric system. 

On-site review discussion: 
APS has several remedial action schemes (RAS) on the system. All are monitored and can 
be armed from the SCADA system. The RAS displays in the SCADA system show arming 
status as well as actual flows and limits associated with each scheme. The status of the 
schemes is sent to the RDRC. 

1 Date andlor 1 
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0 5. System Restoration 
The control area operator must have a documented system restoration plan that must be provided 
to the reliability coordinator. 

1 
2 

The control area operator must be prepared to restore their control area following a partial or 
total collapse of the system and coordinate system restoration with their neighboring control 
areas and with the reliability coordinators. 

Date andlor 
Applicable Documents Version 

Rocky Mountain Regional Blackstart Plan prepared by reps from 
the regional companies September 2002 
APS 2003 Blackstart System Restoration Procedures 411 5103 

On-site review discussion: 
APS has its own blackstart plan that assumes that the system is totally blacked out. The RDRC 
also has a regional blackstart plan that includes all members’ high voltage systems. The RDRC 
has a copy of the APS plan. 

The APS blackstaft plan has separate sections for rebuilding the high voltage system and each 
area of the system including coordination requirements with its neighbors and contingency plans 
for failed equipment. APS does not have large enough blackstart units to restore its system 
independently and relies on a neighbor to provide cranking power to start the process. 

Desktop simulation of the plan has been presented to some but not all of the APS operators. 
RDRC performs bi-annual restoration exercises with all southwest members over a five-week 
period to offer all operators an opportunity to participate in one restoration drill. 

On-site review discussion: 
Next day studies have historically been performed by the control areas in the RDRC area. APS 
performs day-ahead studies and outage coordination for its area and sends the outages to the 
RDRC . 

7. Outage Coordination 
Planned control area transmission facilities and generating unit outages must be coordinated with 
the reliability coordinator to ensure that conflicting outages do not jeopardize the reliability of 
the bulk electrical system. 

Information relative to forced transmission facilities and generating unit outages that may 
jeopardize the reliability of the bulk electric system must be shared with affected transmission 
operators and the control area’s reliability coordinator as expeditiously as possible. 
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0 
On-site review discussion: 
APS coordinates outages of generation and transmission equipment with its neighbors and the 
RDRC through joint meetings to schedule planned outages up to one year in advance. Both 
APS' OASIS and a WECC net message are used to notify WECC members of forced 
transmission outages if the equipment has interconnection wide impact. Telephone is used to 
notify neighbors for equipment with only local impact, with OASIS postings occurring if 
required. Unplanned generation outages are handled using a disturbance report to the owners of 
the units. 

Outages for up to the next week are discussed on the RDRC morning conference call to ensure 
coordination among members. 

The operators interviewed have the authority to cancel or defer any outages for reliability 
reasons. 

Date andlor 
Applicable Documents Version 

1 I APS Transmission Operations Work Request 1 0127104 
2 I APS Work Schedule from 10/27/04 to 12/26/04. 

I 3 I ECC Operating Procedures Section 1.6 Work Requests & Releases I 
8. Transmission and Generation Relaying 
Control areas must ensure that transmission and generator relay maintenance is carried out as per 
control area, regional, and/or NERC established requirements. 0 
On-site review discussion: 
APS does transmission relay and equipment maintenance on a time based system or using a 
predictive approach to equipment that has numerous operations. The normal relay maintenance 
cycle is four years for electromechanical relays and as required on the microprocessor types. 
Maintenance and testing information is stored in a centralized database. 

Generating plant personnel perform generator relay maintenance and testing. APS has met 
generator testing requirements on all its generators. 

I Date andlor I 
Applicable Documents Version 

511 0104 1 RTS Relay Test Results from database that is used to track test results 

9. Capacity and Energy Emergency Plan 
Each control area must have a capacity and energy emergency plan that address the following 
functions. (It should be noted that some of the items might not be applicable, as the 
responsibilities for the item may not rest with the entity being reviewed.) 
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2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

Coordinating functions. The functions to be coordinated with and among neighboring 
systems. (The plan should include references to coordination of actions among 
neighboring systems when the plans are implemented.) 

Fuel supply. An adequate fuel supply and inventory plan which recognizes reasonable 
delays or problems in the delivery or production of fuel, fuel switching plans for units for 
which fuel supply shortages may occur, e.g., gas and light oil, and a plan to optimize all 
generating sources to optimize the availability of the fuel, if fuel is in short supply. 

Environmental constraints. Plans to seek removal of environmental constraints for 
generating units and plants. 

System energy use. The reduction of the system’s own energy use to a minimum. 

Public appeals. Appeals to the public through all media for voluntary load reductions 
and energy conservation including educational messages on how to accomplish such load 
reduction and conservation. 

Load management. Implementation of load management and voltage reductions. 

Appeals to large customers. Appeals to large industrial and commercial customers to 
reduce non-essential energy use and start any customer-owned backup generation. 

Interruptible and curtailable loads. Use of interruptible and curtailable customer load 
to reduce capacity requirements or to conserve the fuel in short supply. 

Maximizing generator output and availability. The operation of all generating sources 
to maximize output and availability. This should include plans to winterize units and 
plants during extreme cold weather. 

Notifying IPPs. Notification of co-generation and independent power producers to 
maximize output and availability. 

Load curtailment. A mandatory load curtailment plan to use as a last resort. This plan 
should address the needs of critical loads essential to the health, safety, and welfare of the 
community. 

Notification to government agencies. Notification to appropriate government agencies 
as the various steps of the emergency plan are implemented 

Notification to control areas and reliability coordinators. Notification should be 
made to other control areas and to the reliability coordinator as the steps of the 
emergency plan are implemented. 

On-site review discussion: 
APS’s Curtailment Plan is coordinated between the Energy Control Center and Resource 
Operations groups. It includes all the elements of a capacity and energy emergency plan. The 
APS plan also includes easy-to-understand flow diagrams to assist staff in following the plan 
through the various types of implementation. The plan is updated before summer peak each 
year. 

APS has included load-shedding displays for use when a load reduction is required. The displays 
include sub areas of the APS system for easy reductions if required in only one part of the state. 
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Applicable Documents Version 
1 2004 Electric Load Curtailment Plan 5/28/04 

I O .  Operating Policies and Operating Procedures 
Control areas must have an established procedure to ensure that control area operators and 
operations staff are aware of any changes to NERC, regional and/or local policies or procedures 
prior to taking over control of a shift position. 

Control areas must have shift change procedures for updating incoming shift personnel on the 
current status of the system. 

On-site review discussion: 
APS uses a combination of paper copies requiring operator sign off indicating the information 
was read and understood and face-to-face communication to operators on shift. When the face- 
to-face method is used, operators are expected to pass the information along at shift change to 
incoming operators. The audit team recommends APS formalize the just-in-time training done 
face to face in the control room to ensure off shift operators do not miss any information. 

APS is in the process of moving fi-om paper documentation to a h l ly  electronic document 
handling method. Paper copies will still be available in the control rooms once the process is 
complete. Many of the documents reviewed during the audit were out of date due to changes in 
the APS organization. The audit team recommends APS review and update its documents where 
needed and institute document controls to ensure documents are kept current. 

The operators interviewed indicated that during the major outage period earlier in 2004, 
management and support staff did a good job of keeping everyone on the same page as the 
system was reconfigured many times. 

Date andlor 
Applicable Documents Version 

1 Double Palo Verde Outage Operating screen 8/30/04 
Power Operations ECC Operating Letter Sign Off Sheet - EMS 

11. Vegetation Management (Line Clearances) 
Control areas must have a documented vegetation management program. 

On-site review discussion: 
APS 's vegetation management program includes annual aerial patrols of all transmission circuits. 
The vegetation management budget has been raised in response to an infestation of bark beetles 
that has killed many pine trees to ensure that dangerous trees will not fall into transmission 
circuits. Statistics are kept on vegetation contacts and information is reported as required by 
NERC and WECC policy. 
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1 

Applicable Documents 
Attachment 11 .I : APS Vegetation Management Program 

12. Nuclear Power Plant Requirements 
Nuclear power plants have regulatory requirement for voltage and power in both normal and 
abnormal operating conditions (N- 1 and system restoration). 

Applicable Documents 
1 Arizona Security Monitoring Manual 

Cn-site review discussion: 
The Palo Verde nuclear station is in the APS control area and controls the voltage in the 
switchyard. SRP personnel do the transmission studies and operate the switchyard at Palo 
Verde. Palo Verde operators also monitor the switchyard status and voltages. APS operating 
and planning staff reports a good working relationship with both the SRP and Palo Verde 
operating and planning personnel. 

Date andlor 
Version 
May 2004 

APS controls the voltage in the Palo Verde 500 kV switchyard to 525 kV with a 10 kV 
bandwidth to ensure acceptable post-contingency voltages. The APS SCADA has alarms set 1 
kV more conservatively than the operating limits to allow time to react to normal voltage trends. 
Palo Verde switchyard exhibits high voltage as the normal situation; the generators are nomially 
absorbing W A R  with all three units in service at full load or even with only one unit in service. 

APS alarms low voltage in the Palo Verde switchyard, but the alarm is classified as only a 
voltage alarm. The audit team recommends that this alarm be reclassified to the highest 0 category. 

APS is concerned that FERC Standards of Conduct may restrict what transmission system 
reliability-related information can be provided to Palo Verde, particularly as all information 
provided to them is passed on to the other joint owners, some of which are marketing entities. 
APS needs to ensure that adequate information is provided to Palo Verde for them to safely plan 
operations. 

Planned outages on the transmission system or inside the Palo Verde plant are coordinated 
among all three entities. Palo Verde needs to be cognizant of the FERC Standard of Conduct; 
however, nuclear plant operability and safety concerns must be addressed and information 
transferred as needed to ensure safe operation. APS needs to develop a method for sharing the 
needed infomation with Palo Verde. 
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I Appendix A 

Arizona Public Service Participants 
Manager Power Operations 
Senior Systems Analyst Integrator 
Electrical Engineer 
Electrical Engineer 
ECC Operator 
AGC Operator 
Section Leader, Transmission Operations 
Section Leader, Transmission Service and Trading 
Transmission Planning Engineer 
Project Manager, Information Services 

-22- 



APSO9289 



January 3, 2005 

Mr. Richard Schneider, 
North American Electric Reliability Council 

Dear Mr. Schneider: 

The North American Electric Reliability Council (NERC) recently completed its 2004 
Control Area Readiness Audit of Arizona Public Service Company (APS). APS 
appreciates the opportunity to provide these comments in response to the 
recommendations and conclusioiis in the final audit report. 

APS concurs with the positive observations of the Audit Team. APS agrees that placing 
transmission operations and planning under one management team encourages the 
“reliability-first’’ mentality noted by the auditors. APS also agrees that the real-world 
experience of successfully dealing with a multiple contingency that reduced the Phoenix 
import capability by 20-25% in the summer of 2004 demonstrates the ability of APS staff 
to operate the system in difficult circumstances. 

APS acknowledges that there are areas that can be improved upon, and APS has already 
taken steps to address the recommendations in the final audit report. The remainder of 
this response restates in bullet-point format the recommendations from the final audit 
report, followed by the current status of APS’ implementation of that recommendation as 
of the date of this letter: 

Ensure that all of its operators are NERC-certified. 

o APS has been operating its system under the oversight of NERC certified 
personnel, and has ensured that a NERC-certified operator was assigned to 
every shift. Currently glJ APS operators are NERC-certified except one, who 
has his certification exam scheduled for January 22,2005. 

Continue its succession planning to ensure trained staff is available when operators 
retire. 

o APS is in the process of increasing its Operations staff by one transmission 
and two generation operators. These positions will be posted in January of 
2005. 

Allow sufficient training time and resources for operators, engineers and other 
support staff and develop a structured program for ongoing training of its operating 
staff including refresher training material 

o The addition of the three new operators identified above will provide for 
additional time to allow for comprehensive annual training. All ECC 
Operators will complete System Operations Success (SOS) International’s 



NERC on-line training material. This will provide refresher training to the 
operators on NERC policies. ECC Operators will complete SOS ’ Emergency 
Operations with Power Simulator on-line Curriculum which will provide 
ongoing training regarding Emergency Operations. An on-site training class 
will be conducted by SOS to provide ongoing training to the operators. Each 
operator will attend the Electric Power Training Center’s (EPTC) course on 
Real Time Operations and Reliability Readiness. This Course will provide 
ongoing training through the use of a Power Simulator and case studies. ECC 
Operators will attend courses offered by the Western Electric Coordinating 
Council (WECC) to supplement refresher training material. WECC courses 
will be interchanged with Electric Power Research Institute (EPRI) courses as 
scheduling permits. 

Develop a structured program for new generation and scheduling operators including 
testing and evaluation as they progress. 

o APS has designated a Training Administrator. The existing training program 
is being documented and supplemented with written procedures by the 
generation and scheduling supervisor and the training administrator. Testing 
and evaluation will be included in the program. 

Reinforce voice cominunications protocol for operators and field staff. 

o Operations is reinforcing communications practices and expectations for 
three-legged (repeat back) communicatioiis when communicating with 
Operating Centers. Review and critique of voice recorded operational 
conversations will take place monthly. 1 

An officer of APS sign the authorization letter to the operators and route it to the 
appropriate APS departments to demonstrate the corporate commitment to reliable 
operations. 

o Steve Wheeler, Executive Vice President Customer Service and Regulation, 
has signed the operator authorization letter. This letter will be distributed to all 
our operations, construction and maintenance departments. Operations staff 
will also be attending various other department staff and safety meetings to 
review the authorization of the letter. 

Document the procedures for using the current operator tools and continue the 
replacement of the SCADMEMS and add state estimation, real time contingency 
analysis and the operator training simulator. 

o On Dec. 16, 2004 APS signed a contract with Siemens to deliver a new EMS 
system that includes state estimation and operator training simulation. Also 
included in this contract are requirements for Siemens to provide written 
documentation which will be available to all users. 



Complete the new backup control center. 

o All procedures and maps have been moved from the old backup center to the 
new backup control center, which is now available if needed. The redundant 
communications system (AVTEC) is expected to be installed 1 st quarter 2005. 
All field data communication redundancy is scheduled to be complete by the 
end of 2005. Both projects are on schedule and on budget. 

Schedule more frequent visits to and operation from the backup control center and 
document all operators' participation in these visits and/or operations. 

o APS has quarterly backup center drills scheduled for 2005. All participating 
operations staff will be documented. This documentation will be retained by 
the Training Administrator. 

Obtain additional frequency sources in its service territory and develop a summary 
display with multiple frequency sources to assist the operator in detemiining 
islanding conditions. Also, install an automatic switchover system for the ACE 
frequency sources. 

o APS is in the process of purchasing appropriate transducers for other locations 
along with requisite programming of the RTUs and EMS to bring this data to 
a display for the operators. With these transducers, the EMS engineers will be 
able to add additional points for the switchover displays to be built. In the 
meantime, they will work with the existing two sources to verify proof of 
concept. 

Evaluate the implementation of an operating reserve alarm. 

o APS will evaluate the implementation of an operating reserve alarm while 
developing the new Siemens EMS system for APS. 

0 Review and update documents and institute document controls to ensure documents 
are kept up to date. 

o APS is transferring all operations policies and procedures to an "e-doc" 
electronic database. As a part of this transfer all documents are being 
reviewed, revised or deleted and put into a consistent forniat for ease of use by 
the operators. Hard copies will be maintained as a backup. When moving from 
our old backup center to the new center all procedures and maps were checked 
for current date. 

0 Foimalize the just-in-time training done face-to-face in the control rooin to ensure off 
shift staff operators do not miss any inforniation. 

o APS has instituted a policy that all training be documented, and when 
received, signed off by each operator. For instance when infomiation is given 



face-to-face the operators will be required to sign a log affirming confirmation 
which will later be reviewed to ensure that all operators are properly 
informed. 

Follow up with neighbors regarding comments made in the pre-audit questionnaires. 

o APS received these questionnaires on December 22, 2004 and follow up 
actions will be performed in a timely manner. 

Place the Palo Verde switchyard voltage alarm in the top priority among the alarm 
classifications. 

This will be incorporated in the new Siemens EMS alarni management 
pro gram. 

o 

Develop separate job descriptions for control room positions that state that the 
operators are required to follow NERC policy. 

o Separate job descriptions are being written for the transmission and generation 
operators. These job descriptions will include the requirement for operators to 
follow all NERC and regional policies and procedures. 

Perform the ACE calculation at least every 6 seconds 

o SCADA data is scanned every 4 seconds. The transfer of this data from 
SCADA to Power Control where the ACE calculation is perfornied occurs 
every 10 seconds. APS is investigating reducing the SCADA to Power 
Control transfer time to 6 seconds. Using the existing procedure, APS meets 
CPS-1, CPS-2 and DCS control standards. However, APS is purchasing a new 
EMS system from Siemens that will calculate ACE every 4 seconds. 

Develop a method to share operational information with Palo Verde for the plant to 
safely plan operation in a manner that considers the FERC Standards of Conduct, yet 
ensures that Palo Verde is supplied with all information needed for safe operation. 

o Transmission Operations staff met with Palo Verde staff Dec. 16 to discuss 
information that may be required by Palo Verde. Palo Verde is revising the 
"Transmission Information Protocol" procedure, and it is expected to be 
implemented end of 1st quarter of 2005. The APS regulatory compliance staff 
is working with operations to ensure compliance with the FERC Standards of 
Conduct . 



If you have any questions please do not hesitate to contact either me at 602-250-1 160 or 
Jeff Guldner, Director of Regulatory Compliance, at 602-250-2952. 0 
Sincerely, 

Tom Glock 
Manager of Power Operations 
Arizona Public Service Company 
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IN STRU CTlON S 

This Diagnostic Summary Report contains the following information gathered during a single Best Practices interview 

HEALTH SCALE 
The Health Scale rating provides a uniform evaluation of your control and procedures in the defined Best Practice Areas Retention 
Policies & Procedures Indexing 8 Access, Disposal, and Audit Compliance & Accountability This rating will help determine the 
degree to which your records management program meets "best practice" standards, and will be used to recommend continuous 
improvement plans 

Undetermined Emerging Informal Standardized Optimized 

I 5 

BEST PRACTICE AREAS & ITEMS 
For each Best Practice Area a mean score, health scale rating, and standard deviation will be provided The mean score IS the 
average rating of t he  corresponding items A low standard deviation (<I 0) indicates a lesser degree of variation in the item-level 
ratings in that Best Practice Meaning that each response in that Best Practice Area fall close to your mean score and corresponding 
health scale rating Higher standard deviations (>I  0) indicate more variation in response One or more of your responses greatly 
differ from your mean score and corresponding health scale rating 

For intent, a mean score and description (high, moderate, low) is provided to help gauge your intent or interest in investing in 
improvements to records management This evaluation allows your Iron Mountain representative to partner with you to identify the 
records management solutions that best meet your needs Implementation and integration of recommended solutions can result in 
your organization's ability to move forward on the path to achieve "excellence" in your records management program 

COMMENTS/QUESTIONS 
Please contact your local Account Manager with questions or comments related to this Diagnostic Summary 

Copyright 0 2004 Personnel Decisions International Corporation. All rights reserved 1003-1-1 05/19/2004 
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Doreen Fox, Pinnacle West Capital Corporation 

BEST PRACTICE AREA 

RETENTION 
Records retention is one of the most important areas of Best Practices for Records and Information 
Management. The process of records retention ensures that records are kept as long as legally and 
operationally required, and that obsolete records are disposed of in a systematic and controlled 
manner. A legally compliant Records Retention Schedule allows an organization to be compliant, 
manage intellectual property, control the costs of information storage, locate and retrieve documents 
for legal discovery, and dispose of records at the end of their business life. 
Mean Score: 4.8 
Health Scale Rating: Optimized 
Standard Deviation: 0.5 

1. Does your organization have a records retention policy including a retention schedule? 
5 - One enterprise-wide records retention schedule exists 
Your organization is recognizing the need for, and taking steps to develop and implement, a consistent 
records retention policy and records retention schedule within your organization. 

2. How often does your organization update its records retention schedule? 
5 - Records retention schedule updated every 2 years or less 
Your response indicates that your organization is recognizing the need for and taking steps to reduce risk by 
regularly and consistently reviewing and updating your organization's records retention schedule. A records 
retention schedule should typically be reviewed for update every 12 to 18 months. At that time any 
additional records maintained by the organization as well as any new regulations or business requirements 
can be incorporated and a revised records retention schedule can be published and distributed. 

5 - Hardcopy records, backup tapes, and all electronic records including e-mail and instant messages 
Your response indicates that your organization's records retention policy and retention schedule current/y 
includes some or all records in all media, signifying that your organization understands the need for a media 
neutral policy. Compliance to recent laws such as Sarbanes-Oxley, require that a company design and 
implement records management policies and procedures that govern the retention and destruction of their 
business records across all media types, geography and business units. Organizations must ensure their 
polir ies and procedures cover all records if their programs are to be ccnsidered legally compliant. 

3. Does your records retention policy address records on all media? 

~ ~ ~~ ~~~~~ ~ ~ ~ 

4. In the development of the records retention schedule, the following requirements were considered: 
5 - Internal business requirements and,all legal requirements in the jurisdictions in which the org. does 
business; this includes U.S. federal legal requirements, and legal requirements for all U.S. states and 
countries in which the org. conducts business 
Your response indicates that your records retention schedule is supported by legal research into all 
applicable recordkeepinq laws and regulations, in all jurisdictions in which your organization does business 

5 How are records organized in your records retention schedule? 
5 - Alphabetic by business function, then alphabetic by record nameldocument type 
The way in which a records retention schedule is developed and formatted can have an impact on how 
easily the program can be implemented Your organization has chosen to categorize its records retention 
schedule by business function This method allows for broader record categories and helps to standardize 
nomenclature within the organization 

5 - 300 or less record classeslrecords series 
TO simplify the application o f  records management control to all records in all formats, organizations need to 
Classify their significant documents and records into the smallest number o f  functional groupings (record 
classlrecord series) possible For electronic records in particular, until automatic classiffcation tools are 
Perfected, end users will be asked to assign record classes for retention purposes The fewer the number o f  
classes, the simpler the task o f  assigning a record class to a particular record 

6 How many record classes or records series are included in your records retention schedule7' 
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BEST PRACTICE AREA 
7. How does your organization implement records destruction in accordance with the records retention schedule? 

4 - Systematic destruction for hardcopy records using tools that automatically calculate destruction dates; 
electronic records destruction is at the discretion of individual employees andlor business unit 

Your organization has recognized the need for and implemented the tools necessary to automatically and 
consistently calculate destruction dates according to your organization‘s records retention schedule. 

8. For electronic records that are under the control of end users (e-rnail, word processing, and spreadsheets), what process 
is in place to ensure compliance with your records retention program? 

4 - Fragmented controls with some official electronic records retained in compliance with the records 
retention schedule 

Your response indicates that your organization manages some officiai electronic records in compliance with 
the records retention schedule: 

Electronic information, especially e-mail, is often treated more casually than other documents, increasing the 
risk of exposure. Sophisticated computer forensics technologies and capabilities also increases risk; data 
that has been properly purged from an IT perspective may still be discoverable because records retention 
policies and practices are not part of that process. Because e-mail is a universal communications medium 
that generates enormous volumes of data, it is susceptible to the “casual use”phenomenon, and is a proven 
litigation risk. It is a prime candidate for immediate attention by organizations and should be managed as 
part of a total and comprehensive records and information management program. 

POLICIES & PROCEDURES 
Policies and procedures, along with a legallyLcompliant Records Retention Schedule, are the 
foundation of an effective records management program. Policies and procedures should address the 
handling of records in accordance with operational and legal requirements, encompassing records of 
all media type, such as electronic records and e-mail practices. To ensure proper compliance, policies 
and procedures should be accessible, and communicated clearly and consistently throughout the 
organization. 

Mean Score: 4.0 
Health Scale Rating: Standardized 
Standard Deviation: 1.0 

9. What is the frequency of records management training within your organization? 

4 - New-employee training, plus -occasional training for existing employees on other aspects ofthe records 
-management program as necessary 

Your response indicates that your organization conducts some type of regular training in all aspects of 
records management. 

As you are aware, proper records management program deployment requires a formal program with the 
establishment of record coordinators or program liaisons, on-going training and reference materials. These 
initiatives educate all participants about the policies, providing well-defined and formalized accountability 
throughout the organization. 

10. In the event of actual or anticipated legal action or audits, what is your organization’s procedure to notify employees to 
cease disposal of relevant records? 

5 - Legal andlor Tax dept. notify records manager; records manager notifies dept. managerslrecords 
coordinators, who in turn notify employees to cease destruction of relevant records 

Your response indicates your organization has in place, procedures to notify employees to temporarily 
cease disposal of records when necessary. Once an organization becomes aware of the possibility that 
they may be involved in a governmental investigation or litigation, all relevant records disposal should be 
temporarily halted. The records management program should include procedures that ensure notification is 
made to the responsible parties within the organization who oveisee the disposal process once disposal is 
suspended and then again once it can be resumed. 

Page 3 
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BEST PRACTICE AREA 
11. What is your organization's policy on vitalimission-critical records?* 

3 - Vital records policy established and vital records identified 

A comprehensive disaster recovery or contingency plan is broad-based and attempts to mitigate all types of 
business risk that may result from a disaster. Information protection is one key element of a comprehensive 
plan. The records-related portion of a disaster recovery plan or program usually takes into consideration the 
identification and protection of what is considered "vital records". Vital records include records, regardless 
of media, that are essential to protect the critical financial, legal and operational functions of an organization 
and its customers, employees and shareholders. Without this information, the business could not operate. 

INDEXING &ACCESS 
Indexing and accessing informstion, key components of Records Management Best Practices, are 
dependent on one another in that records must be properly indexed to ensure timely, accurate, and 
controlled access in the event of litigation, audit or investigation. A records index directs the record 
user to a particular place where the required information is located. Once the record location is 
identified, access can be authorized by various security controls. 

Mean Score: 4.5 
Health Scale Rating: Standardized 
Standard Deviation: 0.6 

12. How are backup tapes managed in your organization? 

4 - Backup tapes stored of-site security procedures 

Your response indicates that your organization's medialtapes are secure from a disaster, available and 
safely retrievable when needed during a disaster, and environmentally protected. A review of your 
organization's medialtape off-site process and facilities should be conducted at least every other year to 
ensure that the current level of medialtape management is maintained. 

A complete medialtape backup process that manages backup medialtape records according to the records 
retention schedule is a necessary ingredient in the protection and management of vital computer backup 
records. Additionally, a well managed medialtape backup process is essential for the recovery of business 
function computer data following a disaster and ensuring that backup medialtapes are not retained beyond 
their destruction date. Records retained on backup medialtapes are subject to legal discovery, and e-mail, 
file shares attached to e-mail, file shares that are official records, or file shares used as a pad of other 
official records are par?idularly vulnerable. 

13 How does your organization manage hardcopy records that have outlived their active stage (inactive records), but must 
be retained for reference purposes or to meet legal retention requirements? 

5 - Self-owned or commercial off-site facdity, configured for secure records storage and with an inventory 
management system that controls storage and service activity 

Your response indicates that you currently manage your mactive records by storing them in a cost-effective 
and secure off-site storage location A good records management program consistently facilitates the 
movement of records to less-costly, off-site storage that /s properly configured to provide secure storage 
and controls along with an effective inventory management system to ensure information integrity 
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BEST PRACTICE AREA 
14. How effective and accurate is your organization's ability to retrieve records in any media? 

5 - Nearly all the time records are quickly and efficiently retrievable 

The ability to locate records that are required by the organization whether for litigation, an audit or 
investigation, or to suppor? a business decision, is critical. The only reason to file a record is because you 
may be required to locate it at some point. Therefore, development and management of efficient and 
standardized classification systems that facilitate accurate and efficient retrieval is critical. 

Changes in litigation risks are resulting in more lawsuits and earlier, higher settlements. Rule 26 of the 
Federal Rules of Civil Procedures stipulates that each party involved in litigation must proactively provide a 
description of all records relevant to the stipulated facts without waiting for discovery requests. The 
objective of Rule 26 is to accelerate the exchange of information during the pre-trial process by eliminating 
the information - request paperwork to combat the long and difficult discovery process that had, in some 
cases, prolonged federal cases for years. The result is that organizations with poor records management 
programs will find it difficult to comply and may face sanctions or loss of rights. 

15. To what extent has your organization implemented standardized classification or filing systems to assist in the retrieval 
of records in all media? 

4 - One system for hardcopy records and multiple systems for electronic records 

One stumbling block for an organization in consistently managing their records is the frequent practice of 
decentralized control. Quite often in an organization, each business unit is expected to determine how best 
to store, retrieve and maintain their own records. The individuals responsible typically have no knowledge 
or training in how to professionally manage records and information. 

Filing systems that exist within an organization have often evolved over time with little planning or ongoing 
management attention resulting in over-crowded and bulging filing equipment and file folders, inconsistent 
labeling of files and limited access to information required to make business decisions or comply with 
reporting requirements. The success of a records management program often hinges on the ability to 
retrieve information for either business support, litigation response or compliance reasons. Implementing a 
common identification approach will ensure that records, regardless of media, are described so that they 
may be retrieved, even years later. Organizations should consider their retrieval needs and create common 
and logical indexing procedures with an eye towards accessibility. 

DISPOSAL 
Best Practices For the proper disposal of records specifically addresses an organization's need to 
institute a regular, systematic, and secure disposal of records (official, convenience copies etc.), 
according to the defined retention periods from the Records Retention Schedule. Consistent 
disposition practices provide evidence of good faith, and decreases risk when conducted in accordance 
with an approved Records Retention Schedule. 

Mean Score: 3.0 
Health Scale Rating: Informal 
Standard Deviation: 0 

16 For hardcopy records, what destruction method IS used? 
3 - On-site and off-site hardcopy records are recycled 

Your response indicates that procedures within your organization surrounding the destruction of records 
may not ensure that confidential records are handled correctly Whether records are stored on-site or 
off-site, once they have met their required retention period and are eligible for disposal, it is an organization's 
responsibility to ensure that records are securely and confidentially disposed Recent federal and state 
privacy legrslation makes it crifrcal for an organization to review therr disposal procedures to ensure they are 
taking the steps necessary to protect their employees, customers and shareholders by properly disposing of 
those records that could compromise confidentiality or rnformation security 

I 
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BEST PRACTICE AREA 

AUDIT COMPLIANCE & ACCOUNTABILITY 
One of the most significant Best Practice areas, audit compliance and accountability determines overall 
organizational ownership of program initiatives and standards, business unit implementation, audit and 
oversight, and end-user accountabilrty of policies and procedures. It is essential to the longevity of an 
organization's existence that Records and Information Management programs are continually audited, 
and recommendations are made to achieve compliance and accountability. 
Mean Score: 4.0 
Health Scale Rating: Standardized 
Standard Deviation: 1.4 

17. How does your organization monitor for co,mpliance with records management policies and procedures including the 
records retention schedule? 

5 - Systematic monitoring of policieslprocedures by records mgr. in collaboration with Internal AuditlRisk & 
Compliance Mgmt., with reviews of key measureslperformance indicators relating to consistent 
retentionldestruction of paperlelectronic records 

Every organization should develop and implement procedures that will allow a periodic audit to be conducted 
to ensure consistent compliance with the records management policies and procedures. This audit can be 
conducted in conjunction with internal financial audits. For their own protection, companies need to audit 
both the quality of their records data and the consistency of their destruction review process. 

It is not enough to schedule the records for destruction andlor deletion, they still must be destroyed or 
deleted regularly and consistently across the company. In this respect, the audit process needs to ensure 
that records le,gally eligible are being routinely destroyed in accordance with the company's retention 
schedule. Additionally, the audit must veriQ that records required for litigation are being flagged and held 
from destruction. The courts look favorably upon companies that destroy and delete iecords as a regular 
business practice rather than as an ad hoc event. At the very least, quality control in these two areas can 
minimize litigation risk. 

18. Who is accountable for oversight of the records management policies and procedures? 

3 - Records manager with general counsel support 

Best practices call for organizations to make a significant commitment to records and information 
management Leadership should take the form vf a steering committee with compliance officer and 
risk-management stakeholders from legal, IT, and finance. There must be a designated corporate records 
manager to administer the program Program liaisons between the corporate program and the end user in 
business units andlor departments should be established This multi-level approach facilifates accountability 
throughout the organization 

INTENT 
Mean Score: 4.0 
Health Scale Rating: High 
Standard Deviation: 2.0 

19 How would you describe your organization's records management initiative this year? 

5 - Formal, actively implemented and communicated 
~ ~ 

20. How would you describe your organization's commitment to records management for next year7 

5 - Very committed to the continued improvement of records management 

21 Has your organization experienced a "trigger" event such as litigation, audit, or investigation that has increased 
awareness of the need for improved records management processes? 

1 - No, there has not been a "trigger" event of any type 
~~~~ ~ 

22. To what extent have recent laws such as Sarbanes-Oxley, Gramm-Leach-Bliley, and HIPAA affected your company as 
It relates to compliance? 

5 - Greater interest and action created 
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HEALTH SCALE 

G I 
1 A 5 

4.4 

CURRENT STATE OF RECORDS MANAGEMENT PROGRAM 
Our review of your Diagnostic Questionnaire indicates that you have achieved an overall rating of 4.4. This 
rating places your organization in Level Four: Standardized on our Health Scale. This score indicates that 
your organization has designed and implemented controls at the enterprise level, and most if not all media 
formats and record types are covered. However, training, documentation and communication controls may 
be inconsistent. Also, a management structure may not be in place to monitor and measure compliance 
with procedures and take action where processes appear to be working ineffectively. Iron Mountain 
recommends that for successful program improvement, procedures be implemented to ensure that your 
program is in compliance with regulatory requirements, to minimize risk and cost, and to ensure audit 
compliance and corporate accountability. 

THANK YOU 
Iron Mountain is committed to the continual improvement of your Records and Information Management 
program. Thank you for your participation. Your feedback and candid responses are greatly appreciated. 

Page 7 
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REPORT OF INDEPENDENT REGISTERED PUBLIC ACCOUNTING FIRM 

To the Board of Directors and Stockholders of 
.Arizona Public Service Company 
Phoenix, Arizona 

We have audited the accompanying balance sheets of Arizona Public Service Company (the “Company”) 
as of December 3 1 , 2005 and 2004, and the related statements of income, changes in common stock 
equity, and cash flows for each of the three years in the period ended December 3 1,2005. Our audits also 
included the financial statement schedule listed in the Index at Item 15. We also have audited 
management’s assessment, included in the accompanying Management’s Report on Internal Control Over 
Financial Reporting, that the Company maintained effective internal control over financial reporting as of 
December 3 1 2005, based on criteria established in Internal Control-Integrated Framework issued by 
the Committee of Sponsoring Organizations of the Treadway Commission. The Company’s management 
is responsible for these financial statements and financial statement schedule, for maintaining effective 
internal control over financial reporting, and for its assessment of the effectiveness of internal control 
over financial reporting. Our responsibility is to express an opinion on these financial statements and 
financial statement schedule, an opinion on management’s assessment, and an opinion on the 
effectiveness of the Company’s internal control over financial reporting based on our audits. 

We conducted our audits in accordance with the standards of the Public Company Accounting Oversight 
Board (United States). Those standards require that we plan and perform the audit to obtain reasonable 
assurance about whether the financial statements are free of material misstatement and whether effective 
internal control over financial reporting was maintained in all material respects. Our audit of financial 
statements included examining, on a test basis, evidence supporting the amounts and disclosures in the 
financial statements, assessing the accounting principles used and significant estimates made by 
management, and evaluating the overall financial statement presentation. Our audit of internal control 
over financial reporting included obtaining an understanding of internal control over financial reporting, 
evaluating management’s assessment, testing and evaluating the design and operating effectiveness of 
internal control, and performing such other procedures as we considered necessary in the circumstances. 
We believe that our audits provide a reasonable basis for our opinions. 

0 

A company’s internal control over financial reporting is a process designed by, or under the supervision 
of, the company’s principal executive and principal financial officers, or persons performing similar 
functions, and effected by the company’s board of directors, ,management, and other personnel to provide 
reasonable assurance regarding the reliability of financial reporting and the preparation of financial 
statements for external purposes in accordance with generally accepted accounting principles. A 
company’s internal control over financial reporting includes those policies and procedures that (1) 
pertain to the maintenance of records that, in reasonable detail, accurately and fairly reflect the 
transactions and dispositions of the assets of the company; (2) provide reasonable assurance that 
transactions are recorded as necessary to permit preparation of financial statements in accordance with . -  . .  

generally accepted accounting principles and that receipts and expenditures of the company are being 

0 
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made only in accordance with authorizations of management and directors of the company; and (3) 
provide reasonable assurance regarding prevention or timely detection of unauthorized acquisition, use, 
or disposition of the company’s assets that could have a material effect on the financial statements. 

Because of the inherent limitations of internal control over financial reporting, including the possibility 
of collusion or improper management override of controls, material misstatements due to error or fraud 
may not be prevented or detected on a timely basis. Also, projections of any evaluation of the 
effectiveness of the internal control over financial reporting to future periods are subject to the risk that 
the controls may become inadequate because of changes in conditions, or that the degree of compliance 
with the policies or procedures may deteriorate. 

In our opinion, the financial statements referred to above present fairly, in all material respects, the 
financial position of the Company as of December 3 1,2005 and 2004, and the results of its operations 
and its cash flows for each of the three years in the period ended December 3 1,2005, in conformity with 
accounting principles generally accepted in the United States of America. Also, in our opinion, such 
financial statement schedule, when considered in relation to the basic financial statements taken as a 
whole, present fairly, in all material respects, the information set forth therein. Also, in our opinion, 
management’s assessment that the Company maintained effective internal control over financial 
reporting as of December 3 1 , 2005, is fairly stated, in all material respects, based on the criteria 
established in Internal Control-Integrated Framework issued by the Committee of Sponsoring 
Organizations of the Treadway Commission. Furthermore, in our opinion, the Company maintained, in 
all material respects, effective internal control over financial reporting as of December 3 1,2005, based 
on the criteria established in Internal Control-Integrated Framework issued by the Committee of 
Sponsoring Organizations of the Treadway Commission. 

Phoenix, Arizona 
March 8,2006 
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NUCLEAR ELECTRIC INSURANCE LIMITED 
PROPERTY LOSS CONTROL 

COMPREHENSIVE EVALUATION REPORT 

ARIZONA PUBLIC SERVICE COMPANY 
PAL0 VERDE NUCLEAR GENERATING STATION 

UNITS 1,2, & 3 
PHOENIX, AZ 

EVALUATED BY 

Mr. J. M. Mitchard 

DATES EVALUATED 

March 14 - 17,2005 

PURPOSE 

At the request of and for the benefit of Nuclear Electric Insurance Limited (NEIL), Nuclear Service 
Organization conducted an evaluation of this facility to determine compliance with the requirements of 
the NEIL Property Loss Control Standards. 

EXECUTIVE SUMMARY 

This station continues to meet the NEIL Property Loss Control Standards. Housekeeping and the control 
of transient combustibles were noted as meeting NEIL expectations with a few exceptions noted in the 
Evaluation Findings section of this report. There is one new Shall recommendation as a result of this 
evaluation. One existing “should” recommendation has been moved to the Log of Withdrawn 
Recommedations. A fire department drill was witnessed during this evaluation and was found to exceed 
NEIL expectations. There are several projects underway at the station that were reviewed during this 
evaluation. Station personnel have provided all the necessary information for all projects. All other 
evaluation areas were found to be ACCEPTABLE with observations listed in the Evaluation Findings 
section of this report. 

The evaluation and this report are not intended to save  any purpose other than determining and documenting the plant’s compliance with the Nuclear Electric Insurance Limited Property Loss Control Standards 
Neither the NEIL Member nor any other person or entity should attach any other meaning, significance or consequence to the evaluation and this report in any regard, including as to the plant’s compliance with 0 applicable law, safety standards or personnel matters 

This report is the sole property of Nuclear Electric Insurance Limited and may only be distributed by Nuclear Electric Insurance Limited. No entity, including the NEIL Member, is authorized to use this report 
for any purpose other than that for which it was intended without the expressed written permission ofNuclear Electric Insurance Limited 
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PAL0 VERDE NUCLEAR GENERATING STATION 
UNITS 1,2 & 3 

PLANT STATUS 

At the time of this evaluation, all three units were operating at 100% power. The station is on an 
0 0 
18-month cycle. The next scheduled outage will be April 2005 for Unit 2, October 2005 for Unit 
1 (Steam Generator Replacement), and Spring 2006 for Unit 3. 

CONFERRED WITH 

Mr. G. Overbeck, Senior Vice President - Nuclear 
Mr. F. Garrett, STARS Management Council 
Mr. D. Carnes, Director, NAD/NRA 
Mr. D. Huttie, Department Leader - Emergency Services Department (ESD) 
Mr. M. Czamylas, Department Leader - Fire Department Operations 
Mr. S. T. Dodd, Fire Marshal - ESD Training 
Mr. D. Agazzi, Fire Captain - ESD 
Mr. S. Koski, Senior Engineer - System Engineering 
Mr. Rob Henry, Site Representative - Salt River Project 
Mr. Steve Peace, Consultant - Owner Services 
Mr. W. Persyn, Risk Manager - Risk & Insurance Management 
Ms. K. Baginski, Insurance Analyst - Risk & Insurance Management 
Mr. R. Adcock, Senior Consultant - Marsh 

EVALUATION CONTENTS 

The following is a summary of information gathered during the evaluation conducted in 
accordance with the NEIL Primary Property and Accidental Outage Property Loss Control 
Standards. Information was obtained from discussions and interviews with plant personnel, from 
reviewing documentation provided by the Member, and fiom observations during an insured area 
tour. 

This evaluation report consists of the following sections: 

Fire Protection Organization ............................................................................................................................................... 2 
Cutting and Welding ............................................................................................................................................................ 2 
Impairments ........................................................................................................................................................................ 2 
Fire Brigade ........................................................................................................................................................................ 3 
Fire Brigade Drill ................................................................................................................................................................ 3 
Fire Incident Reports ........................................................................................................................................................... 5 
Fire Prevention Surveillance ............................................................................................................................................... 5 
Fire Protection Assessments and Audits ............................................................................................................................... 5 
Fire Protection Systems Testing ........................................................................................................................................... 5 
Status of Station Projects ..................................................................................................................................................... 8 
Evaluation Findings ........................................................................................................................................................... 19 
Recommendations ............................................................................................................................................................. 22 

. . .  
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PAL0 VERDE NUCLEAR GENERATING STATION 
UNITS 1,2 & 3 

GENERAL 

This nuclear station consists of three Combustion Engineering pressurized water reactors. Each 
reactor is rated at 3876 MWt and drives a General Electric Turbine-Generator rated at 1270 
MWe. 

Unit 1 achieved commercial operation in January 1986. Unit 2 achieved commercial operation in 
September 1986. Unit 3 achieved commercial operation in January 1988. 

Accessible buildings, structures, or plant equipment included within the site security protected 
area and additional buildings, as noted, were reviewed for compliance with the Property Loss 
Control Standards. Contaminated or high radiation exposure areas were not evaluated, unless 
noted in this report. 

This report pertains to the insured areas described in the Site Description of the Primary Property 
and Decontamination Liability Insurance Policy. Structures excluded from the fire peril are 
listed in the Fire Damage Exclusion Endorsement of the policy. 

The following buildings are excluded by the Fire Damage Exclusion Endorsement: 

All Trailers are constructed of combustible material. 

Fire Protection Organization: Property Loss Prevention is well organized under the supervision of the 
Station Manager. Station procedures are issued covering emergency instructions, plant fire 
brigade, fire station assignments, and fire protection system maintenance. A monthly self- 
inspection program with checklists is in effect for inspection of all fire protection systems and 
equipment. The fire pumps are tested and checked weekly. All sprinkler control valves inside of 
the protected area are chaidcable locked in their normal position. Valves outside of the 
protected area are locked in their normal position. Smoke and heat detectors are checked by 
procedure on an annual basis. 

Alarm systems are provided for emergencies by various tone blasts over the public address 
system, which is audible in all buildings and exterior areas of the plant. 

Cutting and Welding: Cutting and welding is controlled through Procedure 14DP-OFP36, Hot Work 
Permit. The procedure and permit system has adequate controls to prevent fires as a result of 
cutting and welding. It includes the use of permits, fire watches, and inspections up to 30 
minutes after the completion of a "hot work'' job. A Hot Work Permit is required for any hot 
work operation in non-designated areas. 

Impairments: The impairment program is controlled and administered through Procedure 14DP- 
WP3 1, Fire System Impairment, and Procedure 14DP-OFP02, Fire System Impairments and 
Notifications. These procedures control the removal of fire protection systems and equipment 
from service, including any necessary compensatory requirements. Impairments are tracked 
internally on logs, on the station computers and are faxed to NEIL on a weekly basis. 
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PAL0 VERDE NUCLEAR GENERATING STATION 
UNITS 1,2 & 3 

NSO has agreed to accept this report to meet the reporting requirements for impairments 
exceeding 48 hours or more, with the exception of “significant fire system impairments” as 
defined below: 

1. 

2. 

Two or more inoperable fire pumps. 

Loss of fire-water supply for the following buildings: Control, Auxiliary, Fuel, Radwaste, 
Reactor, Diesel-Generator, Turbine, Main Warehouse, Dry Active Waste Processing and 
Storage Facility, and Low Level Radioactive Material Storage Facility. 

Loss of two or more “general area” Turbine Building fire-water suppression systems 
within the same Unit. 

Loss of a COz suppression system supply capability protecting a single Unit. 

3. 

4. 

Impairments that fall within the above criteria will be reported to NSO within 48 hours. 

The impairment log was reviewed during this evaluation and found to be ACCEPTABLE. 

Fire Department: Fire Department training is administered through Procedure 14DP-OTRO 1, Fire 
Department Training Program Description and Procedure 14DP-OTR02, Fire Department 
Training Program Administration. Qualifications for the Fire Department include; being a state 
certified Firefighter I within one year, three years of full-time firefighting experience or six years 
of volunteer or part-time experience or successful completion of a recognized recruit fire training 
academy, physical condition meeting the department fitness standards, and to complete the 
PVNGS Fire Department qualification training prior to being qualified as a Fire Department 
Member. Fire Department training is both formal classroom and hands-on instruction. After the 
initial training, all Fire Department members attend quarterly training sessions and fire drills. 
Within two years, all Fire Department members review the topics from the initial training. 
Members are to make a minimum of two drills a year, one being unannounced. Live fire training 
is completed at the Fire Academy located in Tempe, Arizona. At least one drill per year, the Fire 
Department shall participate with the Phoenix Fire Department. 

Fire Department personnel training records were reviewed during this evaluation and found to be 
ACCEPTABLE. 

Fire Department Drill: Revisions to the Operating Plant Fire Brigades, Appendix 3.A. 1 of the NEIL 
Primary Property Loss Control Standards, were approved by NEIL’s Board of Directors and have 
been included in the September 2002 Edition of the Standards. The changes to the Appendix are 
intended to clarify the NEIL requirements and expectations pertaining to brigade composition, 
training, drills, and coordination with off-site organizations, and will enable NEIL’s Loss Control 
Representatives to perform more consistent evaluations of brigade performance and capabilities. 
The Palo Verde Nuclear Generating Station is protected by a full-time Fire Department. The 
above Appendix, written for fire brigades, is also applicable to fire departments. For the 
purposes of this report, the term fire team will be substituted for fire brigade. 
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A Fire Department drill was witnessed during this evaluation. The drill simulated a fire in the 
Unit 2 Emergency Diesel-Generator. The drill was initiated with a call to Central Alarm Station 
(CAS) reporting a confirmed sighting of a fire in the Emergency Diesel-Generator Building. The 
fire team was notified by radio tone and responded with an engine and the emergency response 
vehicle. The response time was approximately six minutes. The fire captain was presented the 
initial “size-up” via radio communication with the fire trainer. His actions consisting of control 
of the fire scene and his knowledge of standard fire fighting practices exceeded NEIL 
expectations. The captain performed in a very confident and professional manner. 

In accordance with the new Appendix, NSO will evaluate fire team drills based on the following 
criteria: 

1. 
2. 
3. 
4. 
5. 

6 .  
7 .  

8. 

9. 
10. 
11. 

12. 

13. 

14. 

Fire Alarm effectiveness and timeliness. 
Control Room interface with the fire attack. 
Timeliness of the assembly of the entire team at the fire scene. 
Timeliness of the start of fire attack. 
The fire team members’ knowledge and ability to properly deploy and use fire fighting 
equipment in an effective attempt to extinguish the simulated fire. 
The fire team members’ knowledge of their role in the fire fighting strategy. 
The fire team members’ ability to don and use PPE, including the use of air with the 
SCBA. 
The fire team members’ ability to effectively communicate while having the SCBA face 
piece donned. 
The fire team leader’s ability to perform a size-up of the fire. 
The fire team leader’s use of the fire pre-plan. 
The fire team leader’s effective implementation of command and control, including use 
of onsite personnel. 
The fire team leader’s ability to recognize hazards to the plant from the fire or fire 
attack. 
The fire team leader’s ability to coordinate additional manpower from the off-site fire 
department. 
A critique of the drill needs to be performed by the participants. 

There were five firemen at the scene within five minutes of the alarm in full turnout gear, 
including SCBA’s. Hoses were pulled immediately upon their arrival and the attack was initiated 
within four minutes. From the time the fire team was alerted to the start of the initial attack was 
nine minutes. Fire department members performed in a very professional manner demonstrating 
the proper use of fire fighting equipment and a strong working knowledge of proper fire fighting 
techniques and station protocols. 

A critique was held after the drill and was attended by all members involved. Everyone had the 
opportunity to participate in the critique with suggestions about possible improvements discussed 
thoroughly. 
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NSO found this drill to meet the requirements of the NEIL Primary Property Loss Control 
Standards as listed above and as a result found the drill to be ACCEPTABLE. All personnel 
involved are commended for the outstanding performance. NSO remains confident that this 
station is highly protected in the event of a fire. 

Fire Incident Reports: The Site Fire Department tracks fire incidents. A log is maintained for 
review. The incidents are reported and logged based on any situation, which result in an alarm, 
report of smoke, or calling out of the Fire Department. A Fire Response/Incident Investigation 
Report is completed for each fire incident. Fires, which activate an automatic fire detection or 
suppression system or cause $100,000 in property da-mage, must be reported to NSO. A review 
of the incident log revealed that there were no reportable incidents since the previous evaluation. 

Fire Prevention Surveillance: Procedure 14DP-OFP34, Fire Watch Duties, describes continuous and 
roving fire watch patrol provided by security officers for hourly/rove fire watches, and by 
maintenance personnel for continuous fire watches. 

Fire Protection Assessments and Audits: The following fire protection assessments and audit reports 
issued since the last evaluation were received prior to or during this evaluation. These reports 
were reviewed to determine continued compliance with Nuclear Electric Insurance Limited 
Property Loss Control Standards. Any changes as a result of the review are included in this 
report or the Fire Rate Analysis distributed by NEIL at renewal. 

Report Title Report Date Comments 
None reported during this evaluation 

Fire Protection Systems Testing: The plant conducts inspections and tests of fire protection equipment 
on a periodic basis. The revisions to the Fire Protection Systems Testing Matrix, Appendix 
3.A.6, were approved by NEIL’S Board of Directors and have been included in the June 1998 
Edition of NEIL’S Primary Property Loss Control Standards. This Appendix consolidates the 
inspection, testing, and maintenance frequency requirements referenced in various NFPA 
documents, and outlines NEIL ACCEPTABLE frequencies for performing certain fire protection 
testing and maintenance activities. A two-year cycle was initially utilized to determine Palo 
Verde=s compliance with the Appendix. The initial reviews, based on the previous editions of 
the Appendix, were completed in 1997. 

The site’s procedures will continue to be reviewed against the Appendix on an on-going basis. 
The review will consist of four cycles, which will be reviewed over a two-year period. The 
sections to be reviewed are as follows: 

Cycle 1: Section A - Fire Mains/Hydrants/PIV’s; Section B - Water Storage Tanks; 
Section C - Fire Pumps; and Section 0 - Valves. ’ 

Cycle 2: Section D - Wet Pipe Sprinkler; Section E - Deluge; Section F - Preaction; and 
Section G - Dry Pipe Sprinkler. 
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Cycle 3: Section H - Foam Water; Section I - Standpipe and Hose; Section J - Carbon 
Dioxide; Section K - Halon; and Section L - Dry/Wet Chemical. 

Section M - Alarm Signaling Systems; Section N - Automatic Fire Detectors; and 
Section P - Portable Fire Extinguishers. 

Cycle 4: 

The combination of cycles may be adjusted to ensure a complete review on a two-year frequency. 

The last performance of the following fire system tests were reviewed to determine compliance 
with Cycles 1 and 4 of the Application of the Fire Protection System Testing Matrix (Appendix 
3.A.6) during this evaluation and were found to be ACCEPTABLE. 

The following is a list of the fire protection system surveillances that were requested for review: 

PROCEDURE PROCEDURE TITLE 

14FT-OFP02 Well Water/Fire Water Reserve Tanks Operational 
Check and Battery Electrolyte Level Check 

Monthly Diesel Driven Fire Pumps Start and Run 14FT-OFP05 

14FT- 1 FP02 Motor Driven Fire Pump Start and Run 

14FT- 1 FP03 Fire Water Valve Verification 

14FT-2FP03 Fire Water Valve Verification 

14FT-3FP03 Fire Water Valve Verification 

14FT-9FP32 

14FT-9FP34 

Fire Suppression Water System Flush 

Fire Hydrant, Street Key, Flush & Post Indicator Valve 
Operational Testing 

Weekly Wet Pipe, Deluge and Pre-action System 
Inspection 

14FT-9FP3 7 

14FT-9FP3 8 Monthly Automatic Wet Pipe Sprinkler System Alarm 
Test 
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DATE 
1/24/05 (1) 
1/31/05 (1) 

1/11/05 (1) 
1/25/05 (1) 

12/21/04 (1) 
1/18/05 (1) 

12/27/04 (1) 

1/4/05 (2) 

9/22/04 (3) 
10/20/04 (3) 
11/17/04 (3) 

12/22/04 (1) 

1/8/05 (1) 

11/17/04 (3) 
12/29/04 (3) 
1/17/05 (1) 
1/25/05 (2) 
1/31/05 (1) 
2/1/05 (2) 

10/26/04 (3) 
12/18/04 (1) 
12/19/04 (2) 
1/15/05 (1) 
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14FT-9FP40 

14FT-9FP42 

14FT-9FP47 

14FT-9FP49 

3 8FT-9FP02 

38FT-9QK02 

3 8FT-9QK04 

38FT-9QK07 

38FT-9QK08 

38FT-9QK09 

38FT-9QK10 

38FT-9QK17 

38FT-9QK18 

38FT-9QK19 

PROCEDURE TITLE 

Monthly Fire Hydrant Inspection 

Monthly Portable Fire Extinguisher Inspection 

Annual Portable Fire Extinguisher Inspection 

18 Month Deluge System Water Flow Test and Strainer 
Cleaning 

Fire Protection System Monthly Diesel Fire Pump 
Battery Test 

Fire DetectiodProtection System Supervised 
Circuits/Functional Test - Honeywell One Detector 
Type Panels, WRF 

Fire DetectiodProtection System Supervised Circuits 
Test - Containment Building 

Fire DetectiodProtection System Functional Test - 
MSSS Building 

Fire DetectiodProtection System Supervised Circuits 
Test - MSSS Building 

Fire DetectiodProtection System Functional Test - Fuel 
and Radwaste Buildings 

Fire DetectiodProtection System Supervised Circuits 
Test - Fuel and Radwaste Buildings 

Fire DetectiodProtection System Functional Test - 
Protectowire Models ACR 1603 

Fire DetectiodProtection System Supervised Circuits 
Test - Protectowire Models ACR 1603 

Fire DetectiodProtection System Functional Test - 
Protectowire Models ACR 16 15 and 16 18 
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DATE 
10/29/04 (3) 
1 1/26/04 (3) 
12/16/04 (1) 
12/17/04 (2) 
1/13/04 (1) 
1/14/05 (2) 

11/24/04 (3) 
12/20/04 (3) 
1/21/05 (1) 
1/22/05 (2) 

11/24/04 (3) 

11/25/04 (3) 

12/22/04 (1) 
1/27/05 (1) 

1 / 1 4/05 

1/11/05 (1) 

2/2/05 (2) 

2/2/05 (2) 

1/13/05 (1) 

1/13/05 (1) 

1/13/05 (1) 

1/10/05 (1) 

1/11/05 (2) 
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0 

0 

0 

PROCEDURE PROCEDURE TITLE 

38FT-9QK20 Fire DetectiodProtection System Supervised Circuits 9/29/04 (2) 
9/29/04 (3) 
111 1/05 ( 2 )  

74FT-9FP01 Diesel Fire Pump Fuel Oil Test 1/14/05 (1) 

Test - Protectowire Models ACR 161 5 and 161 8 

REMARKS 

Status of Station Projects: The station is aware of the requirement in the Property Loss Control 
Standards Implementation Section 8-1F, “Plant Design Reviews,” for the submittal of all designs 
and specifications affecting property loss control. This applies to all new construction and 
aIterations or additions to existing buildings, and/or fire protection systems or equipment. 

Arizona Public Service has made NSO aware of the following projects. If there are current 
projects or future projects that are not listed, Arizona Public Service needs to notify and submit 
to NSO the design documentation for review and comment. Below are summaries and a brief 
status of the projects on which NSO has performed a design review. 

Underground Fire Main Pipe Replacement (NSO File# 14): The existing underground fire main piping is 
corroding due to the soil conditions at the site and the quality of the initial installation. External 
pipe corrosion has adversely impacted the underground piping, causing localized pitting and 
pinholes. The Hydroscope Water Main Condition Assessment Report dated September of 2000 
details this condition in about half of the underground piping system. Remote Field Eddy 
Current Testing (RFEC), which measures wall thickness and pitting, was performed on 
approximately 42% of the underground fire mains, and those tests revealed that approximately 
30% of the piping tested had a wall thickness less than 40%. Two coupons were removed to 
verify that the RFEC findings were accurate. 

This project, which has been divided into several phases, replaces the underground fire main 
piping at the station. Phase 1 of the project was identified and separated into Phase 1A and 
Phase 1B. Phase 1A consisted of the underground main connecting the fire pump house to the 
Unit 1 Turbine Building Security Fence (approximately 2000 feet), and was completed in June of 
2002. Phase 1B replaced the fire protection North Loop Piping in the power block area from the 
Phase 1A location just outside the Unit 1 Turbine Building Security Fence to the cross tie at the 
Unit 3 Spray Pond. This phase has also been completed. 

The existing mortar lined ductile iron fire main piping has been replaced with h e r o n  Series 
3200 Epoxy Lined Filament Wound “Fiberglass” Pipe. This pipe is UL Listed and FM approved 
for underground fire mains. 

The existing underground fire main remained in service while the new underground pipe was 
being installed. Once the new pipe was installed and tested, it was put into service and the 
station began connecting the existing building tie-ins to the new underground. 
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This implementation plan was designed to limit the amount of time the individual fire protection 
systems were out-of-service. 

Station personnel submitted information regarding the scope, implementation plan, piping 
materials, and approximate schedule to NSO for review. The information was reviewed and 
found to be ACCEPTABLE. 

All Post-Indicator Valves (PIV’s) installed with the new section of the underground are located 
in valve pits. There is no earth to metal exposure with the new P W s .  

Status: The station has determined the scope of Phase 2. Phase 2 will consist of the second leg 
coming from the firewater pump house to the intersection point at the cross tie leg running north 
east of Unit 1 and will include that cross tie leg. This plan will ensure that there is two new 
redundant legs feeding the plant loop from the firewater pump house. The current schedule is to 
complete the design and implementation schedule in 2005 and perform the installation in 2006. 

The schedule for the remainder of the loop has not yet been determined. Site personnel indicate 
that the Warehouse loop will probably be the next section on the list to be worked because they 
have experienced failures in that area. The South Loop has not shown any signs of degradation 
similar to that found in the North Loop; therefore, it will not be a high priority task. 

The plan for the Warehouse Loop is to install an HDPE lining in the existing pipe and to add four 
new post indicator valves (PIV’s) to provide better isolation capabilities. A hydraulic calculation 
will be performed to ensure adequate water flow can still be achieved after the installation of the 
HDPE pipe lining. The proposed schedule for the Warehouse Loop would be for completion by 
the end of 2005. 

Hossoyompo Switch Yard (NSO File #17): This is a new 500 kV switchyard inter-tied to the existing 
nuclear generating station’s switchyard. This switchyard is located outside the current site 
boundary approximately three miles from the nuclear power plant. The Palo Verde Nuclear 
Generating Station is part of the Arizona Nuclear Power Project (ANPP). In 1999, the ANPP 
received 11 requests for interconnections to the Palo Verde High-Voltage Switchyard (three 
transmission projects and eight merchant power projects). The existing switchyard has limited 
room for expansion and could only accommodate three additional interconnections. Thus, in 
order to accommodate all requests in a cost-effective way and not affect the operation of the Palo 
Verde Nuclear Power Plant, a “satellite” switching station was proposed. This “satellite” station 
is approximately three miles south of the plant on a 24-acre plot of land. It is tied into the 
existing switchyard. 

Located in the switchyard are two structures, the Maintenance Building and the Control House. 
There are also three small transformers located adjacent to the Control House. The Maintenance 
Building is a 60’ x 90’ single story steel fi-ame building with metal siding. The Control House is 
a 60’ x loo’ single story steel frame structure with metal siding. 
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A general arrangement plan of the entire Hassayampa Switchyard along with design drawings for 
both the Maintenance Building and the Control House were submitted to NSO for review. 
Recommendations were documented in a design review letter dated May 30,2002. 

There are presently no large oil filled transformers in the switchyard and the breakers are SF6 
style breakers. Therefore, NSO focused attention on the Maintenance Building, the Control 
House, the three small transformers located adjacent to the Control House, and the three North 
Gila Reactors. 

The Maintenance Building is a 60' x 90' single story steel frame building with metal siding and 
no suppression or detection. The building construction is completely noncombustible, the 
majority of the buildings contents are noncombustible and storage is minimal. As stated in the 
design review letter, based on the current conditions, this meets the intent of the NEIL, Primary 
Property Loss Control Standards (PLCS), and is considered to be ACCEPTABLE. However, if 
the amount of combustible storage increases, a formal recommendation will be issued against 
PLCS Section 3 .D.4.d.(5), which states that an automatic fixed water extinguishing systems 
"should" be provided for the any building, room or area where combustibles are stored or used. 

The Control House is a 60' x 100' single story steel frame structure with metal siding and no 
suppression or detection. The building construction is completely noncombustible and the 
buildings consist of breakers, relays, and a Battery Room. Based on these conditions, NSO 
issued the following design review recommendation: 

1. ACCEPTABLE automatic fire detection systems, designed and installed in accordance 
with NFPA 72, and other applicable NFPA Standards, with alarms to the Control Room 
or other constantly attended location "should" be installed in the Switchyard/Substation 
Control House. 
Standard 3 .D.7.a.(9) 

Status: Detection has been installed and alarms are transmitted to the panel located in the 
Control House and are then transmitted to the Salt River Project (SRP) Security 
Operations Center via a four wire dedicated circuit or thru the SRP SCADA System. 
Documentation regarding the detection installed was submitted to NSO, and was found to 
be ACCEPTABLE. This design review recommendation is considered CLOSED. 

The three transformers located adjacent to the Control House are oil insulated 
transformers. One of the transformers contains 275 gallons of oil and the other two 
contain 540 gallons each. Based on those conditions, NSO issued the following design 
review recommendations: 

Containment and Drainage: 

2. Areas with equipment containing combustible oil or less flammable (high fire 
point) dielectric fluid "should" be arranged to contain the combustible oil or high 
fire point dielectric liquid in the immediate area of the equipment, or drainage 
"should" be provided to an ACCEPTABLE location. 0 
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Standard 3.C.6.a 

Status: Currently a berm has been installed for the transformer closest to the Control 
House. The berm is adequately sized to contain any oil spill that may occur. 

The remaining two transformers do not require berms because of the ground is sloped 
such that any oil spill is directed away from the Control House and the transformers and 
to an ACCEPTABLE area. As a result, this issue is considered CLOSED. 

Outdoor Separation from Adjacent Structures: 

3a. 

3b. 

3c. 

4. 

Oil insulated transformers with a capacity of 500 gallons or more "should" be 
separated from adjacent structures by a two-hour rated fire barrier. 
Standard 3.D. 1 1 .a.( 1) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
recommendation is considered CLOSED. 

The fire barrier "should" extend in the vertical and horizontal direction such that 
the nearest point of the transformer is a minimum of 50 feet from any point on the 
wall not protected by the two-hour fire barrier. 
Standard 3.D.1 l.a.(l)(b) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
recommendation is considered CLOSED. 

Where a two-hour rated fire barrier is not provided, separation from adjacent 
structures "should" be a minimum of 25 feet for oil capacities of 500 to 5,000 
gallons and 50 feet for oil capacities over 5,000 gallons. 
Standard 3.D. 11 .a.( l)(c) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
recommendation is considered CLOSED. 

For oil insulated transformers with less than 500 gallons capacity, an 
ACCEPTABLE analysis "should" be performed, which considers type and 
quantity of oil, size of postulated spill, type of construction of adjacent structures, 
and fire suppression systems provided. 
Standard 3.D.1 l.a.(l)(d) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
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recommendation is considered CLOSED. 

Outdoor Separation from Adjacent Transformers: 

5.  Oil filled transformers containing up to 5,000 gallons capacity "should" be 
separated fiom each other by a minimum clear space of 25 feet or a minimum 
one-hour rated fire barrier. The fire barrier "should" extend at least two feet 
horizontally beyond the line-of-sight fiom any point on the top of the transformer 
tank and its oil conservator (if applicable) to any adjacent transformer. 
Standard 3.D.1 l.b.(l) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
recommendation is considered CLOSED. 

The three North Gila Reactors are 500 kV shunt reactors each containing approximately 3950 
gallons of oil. The clear distance between the reactors is approximately 22 feet with no firewalls. 
An oil retention basin with a capacity of three times the volume of reactor water is provided. For 
the purposes of this review, shunt reactors are considered to be transformers. Therefore, based 
on the current conditions, NSO issued the following design review recommendations: 

6. Oil filled transformers containing up to 5,000 gallons capacity "should" be 
separated from each other by a minimum clear space of 25 feet or a minimum 
one-hour rated fire barrier. The fire barrier "should" extend at least two feet 
horizontally beyond the line-of-sight from any point on the top of the transformer 
tank, and its oil conservator (if applicable) to any adjacent transformer. 
Standard 3.D.ll.b.(1) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
recommendation is considered CLOSED. 

7.  Separate hydraulically designed automatic deluge systems in accordance with 
applicable NFPA Standards "should" be provided for combustible (mineral) oil- 
filled transformers in the switchyardsubstation that do not meet the separation 
criteria. 
Standard 3.D.4.i.(5) 

Status: All necessary fire barriers have been installed. The design and final installation 
have been reviewed and found to be ACCEPTABLE. This design review 
recommendation is considered CLOSED. 

The final issue is regarding fire hydrants. Presently, there are no fire hydrants located at the 
Hassayampa Switchyard; therefore, NSO issued the following design review recommendation. 
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8. UL Listed, FM Approved, or other ACCEPTABLE hydrants Shall be provided per 
applicable NFPA Standards. 0 Standard 3.D.3.b. 

NEIL underwriting has indicated that if detection, fire barriers, and containment/drainage are 
installed as required in recommendations one through seven above, a variance will be granted for 
the lack of hydrants at the switchyard based on the following: 

1. The risk to NEIL would be significantly reduced with the installation of detection, fire 
barriers, and containment/drainage, as indicated in recommendations one through six 
above. 

2. The Tonopah Valley Fire Department has signed an agreement to provide emergency fire 
services to the Hassayampa Switchyard. The Fire Chief for the Tonopah Valley Fire 
Department, also works in the Palo Verde Fire Department. NSO was informed during 
the evaluation that the initial response would be in approximately 10 minutes, and will 
consist of one engine and a tanker. In a phone conversation with the Fire Chief, NSO was 
informed that a full response would consist of two engines carrying a total of 1750 
gallons of water, 1 squad vehicle carrying 450 gallons, and a tanker carrying 3800 gallons 
for a total of 6000 gallons. A second tanker carrying 3000 gallons will be placed into 
service, making the total 9000 gallons. They also have the ability to draft additional 
water to fill their tanks within one mile of the switchyard. 

The site is generally unmanned and any fire fighting performed would be by the Tonopah 
Valley Fire Department. Therefore, with the addition of detection, fire barriers, and 
containment/drainage, and the capabilities of the Tonopah Valley Fire Department, the 
addition of fire hydrants at the switchyard would not reduce the risk any hrther. 

0 3. 

In order for the variance to be granted, the above recommendations need to be resolved by 
installing the required detection, fire barriers, and containment/drainage. Accepting a rating 
penalty would not satisfy the requirements of the variance. 

Status: SRP Personnel have successfully completed all the recommendation items listed above. 
As a result, NEIL will issue the Permanent Variance. This project review is considered 
CLOSED. 

Above Ground Fire Piping Analysis (NSO File #21): Internal piping corrosion has adversely impacted 
system function due to general corrosion and microbiologically influenced corrosion (MIC), 
causing thru-wall leaks in some piping systems. The high corrosion rate of the fire systems at 
Palo Verde has been controlled by extensive modifications to the fire suppression systems to 
include chemical injection and extensive piping modifications to separate the fire suppression 
system from other systems. The extent of the internal corrosion has not been totally identified. 
Coupons have been placed in the plant, and the general corrosion rate and MIC was controlled, 
but replacements may be necessary due to past deterioration. 

0 
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The station has prioritized all the fire suppression systems to determine the order in which to 
approach the problem. Based on this prioritization, the station will use a scan device that 
determines wall thickness and occlusion level to determine piping conditions. The system 
prioritization list, along with a schedule for performing the MICScan on the piping, has been 
submitted to NSO for review. 

Status: As of this evaluation, 100% of scheduled Bechtel piping (above ground supply piping to 
the downstream flange of the system valve) has been inspected for the Unit 2 Auxiliary Building, 
Radwaste Building, and Control Building and no failures have been found. The Viking piping 
(system side) has also been inspected with three failures found. Station personnel plan to 
complete the Unit 2 Turbine Building Bechtel piping during 2005. Currently, Units 1 and 3 
piping is not scheduled. 

As a part of this project, system valves along with their trim packages are being inspected in 
accordance with the priority list and replaced or refurbished as needed. In 2002, six valves were 
replaced and four were refurbished. In 2003, eighteen valves were replaced, fourteen isolation 
valves were replaced, and three valves and trim piping were refurbished. Due to budget 
constraints, no valves were scheduled for 2004 or 2005. 

NSO will continue to monitor progress during future evaluations. 

LP Rotor Replacements: This project consists of replacing the Unit 2 LP Rotors in the fall of 2003, 
the Unit 1 LP rotors in 2005, and the Unit 3 LP Rotors in 2007. NSO met with the system 
engineer to determine if there was anything within the scope of this project that would require a 
review under the NEIL Primary Property Loss Control Standards. From this meeting, it appears 
that there will be the need of a few temporary trailers located near the Turbine Building during 
the outage to support this project. NSO reviewed the requirements of the NEIL Primary Property 
Loss Control Standards with project personnel regarding temporary building locations during 
outages, and is confident they are fully aware of NEIL’S concerns regarding these structures. 
NSO also indicated when the temporary building locations are finalized; this information will 
need to be submitted to NSO for review. 

Status: The Unit 2 rotors were replaced during the Fall 2003 Steam Generator replacement 
outage. Unit 1 rotors are to be replaced during the Fall 2005 Steam Generator replacement 
outage and Unit 3 rotors are scheduled for replacement during Fall 2007 Steam Generator 
replacement outage. 

. 

NSO met briefly with the system engineer to determine if there was anything within the scope of 
this project that would require a review under the NEIL Primary Property Loss Control 
Standards. It appears that there will be the need of a few temporary trailers located near the 
Turbine Building to support this project. NSO reviewed the requirements of the NEIL Primary 
Property Loss Control Standards with project personnel regarding temporary building locations 
during outages, and is confident they are fully aware of NEIL’S concerns regarding these 
structures. 
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Station personnel have provided NSO with information regarding the temporary storage of 
replacement LP Rotor Last Stage Buckets on the Unit 1 Turbine Deck. 
The buckets are being stored in their wooden shipping containers. The shipping containers are 
each a 4’ x 8’ footprint approximately 6 ft. high. The frame is heavy timber construction with the 
%’ plywood siding and % inch plywood top. There are 8 containers per rotor for a total of 24 
containers to be stored on the turbine deck. The containers are not treated wood. The containers 
will be on the deck until a May time frame when the buckets will be placed on the rotors and the 
containers removed from the Turbine Building. 

The turbine deck is not provided with area fire suppression or detection. The containers are of 
heavy timber or dense wood construction and will not easily ignite from sparking generated by 
grinding or welding activities. The station has taken the following precautions regarding the 
temporary storage of these containers: 

a) The containers will be painted with a fire retardant material. 

b) The containers will have a minimum of 2 (two) feet separating the containers on any side. 

c) The containers will not be stored in mass. They will be arranged as follows: 

- Along the east end of the Turbine Building arrange 11 containers and a second row of 
5 containers just plant west of the last five containers. Ensure access is not blocked to 
the hose stations along column line TK. 

- Along the north wall, the remaining 8 containers will be in a 6 (six) and 2 (two) 
arrangement allowing enough space to set a rotor between them. Plant west of 
column TH, 6 containers in a 3 by 2 arrangement. The last 2 containers will be 
between column lines TH and TJ. 

Station personnel have presented NSO with the following as justification for storing the 
containers on the turbine deck: 

No ignitions sources are in the vicinity of the storage locations. 

The recommended arrangement provides some separation of fire load. 

Painting the dense wood containers with fire resistive materials will limit ignition 
capability of the containers. 

Operations personnel will make a tour each shift, for readings, of the 176’ elevation and 
the fire department will check the area at least once a week. These tours will provide the 
capability to note any adverse accumulation of additional materials. 

Hose stations on the 176’ elevation are adequate to provide suppression in the unlikely 
event a fire should start. 
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NSO found this to be ACCEPTABLE. 

Cooling Tower Structural Review: Component monitoring is being conducted in accordance with 
Maintenance Rule. Thirty-three percent of columns and beams are inspected by sounding criteria 
for concrete, and visual inspection at outage time. Employees are American Concrete Institute 
trained. All data is recorded on paper, including crack and crack width. This delaminating is 
tracked and trended. Reinforcing steel starts to corrode due to chlorides, and this corrodes the 
rebar and causes the cracking. 

Fan deck replacement is complete on all nine cooling towers. 

A structural inspection is performed on all three unit towers during the unit outages. This 
inspection is performed on the beams and columns, and consists of a visual inspection, looking 
for signs of degradation in the form of delamination and cracking. Beam deflection is also being 
monitored during outages. 

Each tower contains 96 beams. Based on inspection and testing, it has been determined that 18 
of these beams are more susceptible to degradation. Currently Unit 3 Towers 1 and 2 have had 
these 18 beams replaced. Unfortunately, this particular beam degradation was noticed after the 
other fan decks were replaced, thus making these beam replacements more difficult. Note that 
three of the 18 beams replaced during FWO 3R9 were load tested per ACI Codes and passed for 
Design Load Carrying Strength. The station has worked out a schedule for replacement of the 
beams on the remaining towers and the budget has been approved. The budget approved allows 
for the replacement of 24 beams on each tower. The schedule has been submitted to NSO. 

The louvers have also deteriorated. These components keep the wind vanes in place. As of this 
evaluation, all top five rows of louvers have been removed on the Unit 1 cooling towers and Unit 
2 cooling towers. The louvers for the Unit 3 cooling towers will be removed during the Fall 
2004 Outage. A new wind vane grid system is in place on the top two rows of all nine cooling 
towers. 

Security Enclosures (NSO File #23): This project consists of the installation of ten security enclosures. 
One located on each turbine deck (three total), one located on the roof of each Operations 
Support Building (three total), one located on the roof of each fuel Building (three total), and one 
located on the Unit 1 Turbine Building Roof at elevation .176’-0”. The enclosures consist of 
double walled fiberglass reinforced polyester construction with an injected polyurethane foam 
core measuring nine feet by nine feet square. A sprinkler head will be installed in each security 
enclosure located on the turbine deck (three total). The security enclosures located on the roof of 
a structure will not have an automatic suppression system (seven total). All electrical services 
will be permanent and they will meet the wind requirements called for in the NEIL Primary 
Property Loss Control Standards. For the turbine deck enclosures, the exteriorhnterior panels 
and sound insulation filling materials have been treated with Polylite 33441-00, which is a 
thixotropic flame retardant polyester resin with 3% antimony trioxide. 
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Station personnel have submitted all the necessary information to NSO for review. The 
enclosures were found to be ACCEPTABLE. However, a permanent variance would be required 
for the three security enclosures located on the rooftops of the three Operations Support 
Buildings (OSB's) and for the single security enclosure located on the Turbine Building Roof (el. 
176'-0"). The variance would be necessary because of the following: 

Section 3.C.1 .d. of the NEIL Primary Property Loss Control Standards (PLCS) states that 
"External structures, those not located within any structure, constructed of limited combustible or 
combustible materials are ACCEPTABLE provided that all the following conditions are met: 

3.C.1 .d.(l) All limited combustible or combustible structure(s) Shall be 
protected internally by an ACCEPTABLE automatic fire 
suppression system. 

3.C. 1 .d.(2) The limited combustible or combustible structure(s) Shall be 
separated from other permanent site structure(s) by a minimum 
distance of 30 feet. 

The security enclosures located on the rooftop of each Operations Support Building and the 
Turbine Building, including the Styrofoam brand high load 40 insulation pads used for leveling 
the enclosures, do not meet the above standards. 

NSO, in consultation with NEIL Underwriting, indicated that a permanent variance to Standard 
3.D.l.d. for the above mentioned security enclosures, including the Styrofoam brand high load 40 
insulation pads will be granted based on the following conditions: 

1. The structures are only 9' x 9' and will be permanently installed, including permanent wiring 
for the electrical service. 

2. The structures will be manned 24/7 by security and any fire would be immediately reported to 
the fire department. 

3. Fire extinguishers will be located in all enclosures. 

4. Security officers at Palo Verde are firewatch trained. 

5 .  The Palo Verde Fire Department has a proven track record of rapid responses and with 
immediate notification of a fire, should be able to have water applied in a short enough time 
to prevent this enclosure from becoming an exposure risk to the OSB. 

6. There Shall be no storage of combustibles in or around the enclosures. With the exception of 
the wood desk, the only other combustibles permitted to be stored within the enclosures 
would be general combustibles items required for every day use of the security post. 
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7. Currently, the area on the Unit 1 Turbine Building roof, where the security enclosure is to be 
located, is a designated smoking area. As a condition for the variance, the smoking area 
Shall be removed. 

Status: The security enclosures are installed and operational. NSO reviewed all the enclosures 
with the exception of the enclosures located on the rooftop of each Operations Support Building. 
All enclosures reviewed were found to be ACCEPTBALE with the exception of the one located 
on the Turbine Building Roof. Condition 7, listed above indicated that the designated smoking 
area located on the Turbine Building roof where the enclosure is placed Shall be removed. A 
walkdown of this area during this evaluation found that the designated smoking area signs have 
been removed but station personnel continue to smoke on this rooftop. This was evident by the 
numerous cigarette butts discarded in the area around the enclosure and a Pepsi bottle filled with 
water and was being used to put out discarded cigarette butts. NSO indicated this issue would 
need to be corrected immediately. If there are signs of cigarette butts during the next evaluation, 
the variance for this structure will be withdrawn and a Shall recommendation for combustible 
construction will be issued. 

Steam Generator Replacement Project (SGRP) Structures (NSO File #15): The station replaced the Unit 2 
steam generators during the Fall of 2003 and they are scheduled to replace the Unit 1 steam 
generators during the Fall of 2005. There were several issues with respect to the Unit 2 project 
that NSO reviewed. The review dealt with the temporary structures that were required for the 
project. 

This project consisted of temporary structures, new permanent structures, renovations of existing 
buildings, and laydown areas. The temporary structures consisted of the following: 

POD Complex/Cvaft Assembly Area: Three trailer complexes designed to house Bechtel 
staff, office, and general assembly areas, sub-contractor offices, change rooms, break area, 
and a separate restroom facility. 

Containment Access Facility (CAF): This facility will be designed to control access into and 
out of the RCA. This structure will be used to house RP computer equipment and 
surveylmonitoring equipment, office space, Personnel Decon Room, Briefing Room, and 
protective clothing. The CAF will be attached to the “Circus Tent” structure via an enclosed 
walkway. 

Decon Facility: A facility is planned, but design information was not available. 

The North Annex Building was renovated into usable office space. NSO reviewed the changes 
and found it to be ACCEPTABLE. The building adjacent to the Combo Shop was renovated. 
Prior to the renovation, the building was vacant. It is a steel frame building with metal siding 
and a sprinkler system that was installed, but never hooked to the underground fire main. As part 
of the renovations, the sprinkler system was tied into the underground fire main and placed into 
service. This building is being used as a Fabrication Shop, Weld Test Shop, and Mock-up 
Facility. 
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A new structure was erected directly across hom the North Road from the Unit 2 Cooling 
Towers. This building is the North Access Facility and is the SGRP access facility for all 
contractors. Station personnel submitted information regarding this structure to NSO for review 
and it was found to be ACCEPTABLE. A walkdown was performed of the completed structure 
and it was found to be ACCEPTABLE. The North Access Facility will remain in place for 
subsequent steam generator projects. Therefore, NSO reviewed this as a permanent structure. 

Information regarding the final locations of the temporary trailers was submitted to NSO for the 
Unit 1 steam generator outage. Based on the information presented to NSO, the locations of the 
trailers were found to be ACCEPTABLE to NEIL based on the Fire Departments plan to layout 
extra hose to make blocked hydrants accessible to the fire truck. 

All buildings and areas will be reviewed during the steam generator outage. 

Diesel Fire Pump Replacement: The station plans on replacing both Diesel Fire Pumps. The new 
pumps will be installed in accordance with NFPA 20. The drivers and pumps are PEERLESS, 
Cummins Turbo charged after cooled diesel engines. The controller is METRON. Peerless will 
skid mount the engine, pump and controller, like the current installation. Station personnel have 
committed to sending NSO information when it becomes available. 

Roof Replacements: The station is in the process of replacing the roofs on the Turbine Buildings and 
the Energy Information Center. The new roof will be a Tremco Class A rated roof system. 
Information has been submitted to NSO for review and found to be ACCEPTABLE. Currently, 
the Unit 2 Turbine Building Roof is being replaced. The Unit 3 Turbine Building Roof will be 
replaced starting in April of 2005 and the Unit 1 Turbine Building Roof will be replaced starting 
in January 2006. 

EVALUATION FINDINGS 

Housekeeping was noted as being maintained in accordance with station procedures throughout 
the RCA, power block, and out buildings. Control of transient combustibles throughout the 
power block and protected area were also noted as being maintained in accordance with station 
procedures. Site personnel are commended for their dedication towards fire prevention and 
industrial safety. Housekeeping and the control of transient combustibles at the station meet 
NEIL expectations. 

NSO evaluated fire protection staff knowledge by conducting interviews and walk-downs with 
staff members. Discussions with emergency service division management staff, fire protection 
operations lead and team members indicated that they had a good understanding of NEIL 
requirements, and plant conditions associated with the fire protection program at Palo Verde. 
The staff demonstrated a detailed understanding of fire hazards within the facility, the current 
condition of the fire protection program and systems with respect to the control of these hazards, 
and displayed ownership and pride of the fire protection program. 
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The fire department is considered an important asset to the program, and is depended on by 
Operations. 

NSO is currently monitoring the following items noted during previous evaluations. These were 
issues that either failed to meet the intent of the NEIL Primary Property Loss Control Standards 
or were issues that NSO considered to be developing into insurance related risks. In either case, 
station personnel had committed to correct the situation in a reasonable amount of time. 
As a result, formal recommendations were not issued. However, station personnel are aware that 
NSO needs to see resolution or significant progress by the next evaluation or formal 
recommendations would be issued immediately. The issues being tracked are as follows: 

1. During the February 2003 Evaluation, the following areas were noted as having problems 
with combustible storage: 

Telecom Room: Unnecessary storage of combustibles in a high value electronic 
Equipment Room. Station personnel had this corrected by the end of the 
evaluation. 

Simulator B Computer Room: Large quantity of cabling lying on the floor. NSO 
indicated that this cabling should be removed or stored in a metal cabinet. 

Simulator B Computer Room: Combustible storage in the Electrical Room. 

Unit 2 Fuel Building Elevation 120’ : Combustible storage located approximately 
three feet away from Load Center M04. 

Auxiliary Building Elevation 70’ South Corridor (All Units): Large quantity of 
hoses stored in cages. NSO indicated that these hoses should be removed or 
stored in metal cabinets. 

Station personnel indicated that these issues would be addressed. NSO will review these 
areas during the next evaluation. If the problem still exists, a formal recommendation 
would be issued. 

March 2004 Evaluation: A review of these areas found them all to be ACCEPTABLE 
with the exception of the Auxiliary Building Elevation 70’ South Corridor for all Units. 
The amount of combustible hoses located in the Auxiliary Building Elevation 70’ South 
Corridor cages has been reduced; however, a second cage has been erected adjacent to 
each of the storage cages located in this area and combustibles are being stored in these 
cages. NSO indicated that the quantity of combustible hoses was considered 
ACCEPTABLE; however, all combustibles in the new cage must be either removed or 
placed in metal cabinets. Station personnel have committed to conforming to this 
requirement. This will be reviewed during the next outage. 

Status: A review of this area during this evaluation found that the majority of the 
combustibles in the new cages have been removed. NSO was informed that cabinets 
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would be installed for the remainder of the combustibles. The new cages are considered 
to be ACCEPTABLE. The existing cages have become the concern again. The amount 
of combustible hoses has increased to the point where the hose hangers are full and they 
are now being stacked on the floor. NSO informed station personnel that since this can't 
be controlled, storage of hoses in this cage is no longer ACCEPTABLE and that all hoses 
must be placed in metal cabinetshoxes or removed from the area. This will be reviewed 
during the next evaluation and if this condition in not met, a formal suppression 
recommendation will be issued. 

During a walkdown of the Unit 2 Turbine Building elevation 140', it was noted that three 
smoke detectors over MCC cabinets in the southwest comer were missing the detector 
heads. 

Status: A review of this issue during this evaluation found that the detectors to be in the 
same condition; however, the covers are missing, not the detector heads. This does not 
affect the performance of the detector. This issue is CLOSED. 

During a walkdown of the Turbine Building elevation 140' (all Units), NSO noted that 
the hose-fitting cage, which contains combustible storage, is located directly under the 
isophase buss ducts and is completely obstructed from general area sprinklers. NSO 
indicated to station personnel to either remove all the combustibles from the cage, place 
all combustibles in metal cabinets, or move the cage to an area protected by sprinklers. 

Status: A review of this issue during this evaluation found two of the three cages have 
been relocated and the third will be relocated after the next outage. NSO will confirm 
this has been completed during the next evaluation. 

Outside the Operations Support Building (all Units), there is a recycle storage bin located 
next to a small power transformer and a 240v power cut-off. NSO informed plant 
personnel that the recycle bins would need to be relocated away from the transformer and 
a 240v cut-off. 

Status: A review of this issue during this evaluation found the bin has been relocated. 
This issue is CLOSED. 

During a walkdown of the Unit 2 Operations Support Building 1 st floor Electrical Room, 
it was noted that there was combustible storage located on top of the 480v cabinet and a 
significant amount of combustible storage within the room. 

Status: A review of this issue during this evaluation found the room to be 
ACCEPTABLE. This issue is CLOSED. 

During a walkdown of the Unit 1 Operation Support Building 1'' floor Electrical Room, it 
was noted that there was combustible storage located within 36 inches of the 480v 
cabinet. 
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Status: A review of this issue during this evaluation found the room to be 
ACCEPTABLE. This issue is CLOSED. 

As a result of this evaluation, NSO has noted the following items that will be added to the list 
above. As previously stated, these are issues that either fail to meet the intent of the NEIL 
Primary Property Loss Control Standards or are issues that NSO considered to be developing into 
insurance related risks. In either case, station personnel have committed to correcting the 
situation in a reasonable amount of time. Formal recommendations are not being issued at this 
time, however, station personnel are aware that NSO needs to see resolution or significant 
progress by the next evaluation or formal recommendations would be issued immediately. The 
new issues are as follows: 

7) During a walk down of the Main Server Room located in the Energy Information Center, 
it was noted that the IT Department has been storing old computer servers in the back 
area of the Server Room. NSO reminded station personnel that an issue arose a few years 
back about unnecessary combustible storage in this Server Room, considered to be a high 
value Computer Room, and that NSO indicated at that time the because of the value of 
the servers in this room, absolutely no unnecessary storage is allowed in this room. NSO 
considers old server storage in this Server Room to be UNACCEPTABLE. Station 
personnel were informed to removed it and that any future combustible storage in this 
room will result in a formal recommendation. 

8) As discussed in the “Status of Station Projects” section of this report, the security 
enclosures for NSO File #23 are installed and operational. NSO reviewed the enclosures 
and found them to be ACCEPTBALE with the exception of the one located on the 
Turbine Building Roof. Condition 7 of the permanent variance required that the 
designated smoking area located on the Turbine Building roof where the enclosure is 
placed Shall be removed. A walkdown of this area during this evaluation found that the 
designated smoking area signs have been removed but station personnel continue to 
smoke on this rooftop. This was evident by the numerous cigarette butts discarded in the 
area around the enclosure and a Pepsi bottle filled with water and was being used to put 
out discarded cigarette butts. NSO indicated this issue would need to be corrected 
immediately. If there are signs of cigarette butts during the next evaluation, the variance 
for this structure will be withdrawn and a Shall recommendation for combustible 
construction will be issued. 

Selected fire extinguishers and hose stations were reviewed for contents, applicability for the 
hazards in the area, and maintenance and testing requirements, including hydrostatic testing. All 
requirements were met. Sprinkler systems, deluge systems, and detection systems were noted to 
be operational. A review of a number of maintenance and testing procedures (Surveillances) for 
these systems was conducted and indicated good maintenance and operability testing in 
accordance with station procedures. 

Withdrawn and Completed Recommendations: Recommendation 03-01 -RW, listed below, has been 
moved to the Log of Withdrawn Recommendation. 
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The penalty for this recommendation was .added to the premium during the October 1,2004 
renewal. 0 I 

03-0 1 -RW An automatic fixed water-extinguishing systems “should” be provided for any 
room where combustibles are stored or used. This refers to the storage of PC’s in 
the plastic storage bins and the resin storage barrels located in the Radwaste 
Building. 
Standard 3 .D .4. d( 5 )  

Status of Existing Recommendations: There are no existing recommendations. 

New Recommendations: The station has activated a Security Road Post as part of the new security 
upgrades. This is a noncombustible structure with no suppression and no hydrants within 500 
feet. As a result, new recommendation 05-01-OB, listed below, has been added to the Log of 
Current Recommendations. 

05-01-OB Hydrants Shall be provided within 500 feet of insured structures. This refers to 
the lack of hydrants adjacent to the new Security Road Post. 
Standard 3.D.3.b.(1) 

* * * * *  
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0 RECOMMENDATION AREA/STRUCTURE CODE LIST 
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AREA/STRUCTURE 
GENERAL PLANT 
FIRE PROTECTION 
TURBINE BUILDING 
REACTOWCONTAINMENT BUILDING 
AUXILIARY BUILDING 
CONTROL BUILDING 
FUEL HANDLING BUILDING 

RADWASTE BUILDING 
OPERATIONS SUPPORT BUILDING 
SERVICE BUILDING 
COOLING TOWERS AND INTAKE STRUCTURE 
TRANSFORMERS 
SECURITY BUILDING 
DRY ACTIVE WASTE PROCESSING & STORAGE FACILITY 
WAREHOUSE 1,2 AND 3 

DIESEL-GENERATOR BUILDING 

SWITCHYARD 
VISITORS CENTER (ENERGY INFORMATION CENTER) 0 - 
ADMINISTRATION BUILDINGS 
NORTH ANNEX 
BUILDING D 
BUILDING E 
BUILDING F 
VEHICLE MAINTENANCE BUILDING 
CHEMICAL STORAGE BUILDING 
LOW LEVEL RADWASTE STORAGE BUILDING 
FIRE PUMP HOUSE 
REVERSE OSMOSIS BUILDING 
CHEMICAL PRODUCTION BUILDING 
I/C SHOP 
ELECTRICAL SHOP 
TSD/MSC 
ADMINISTRATION/CONTROL BUILDING & MAINTENANCE SHOP 
WATER RECLAMATION WAREHOUSE 
OTHER BUILDINGS 

0 
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DESIGNATION 
GP 
FP 
TB 
RB 
AB 
C 
FH 
DG 
RW 
OSB 
SB 
CT 
TF 
SB 
DAW 
WH 
sw 
V 
AD 
NA 
BD 
BE 
BF 
VM 
cs 
LLW 
FH 
DDW 
CP 
IC 
ES 
TSD 
ACB 
WRW 
OB 
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LOG OF CURRENT RECOMMENDATIONS 
(March 2005) 

The following recommendations are listed in accordance with the Nuclear Electric Insurance 
Limited Property Loss Control Standards. Compliance Shall be met and maintained for the plant 
to be insurable. 

DATE 
RECOMMENDATION ISSUED STATUS 

05-0 1 -OB Hydrants Shall be provided within 500 feet of 3/17/05 New 
insured structures. This refers to the lack of 
hydrants adjacent to the new Security Road Post. 
Standard 3 .D .3 .b . ( 1) 

Recommendation. 
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LOG OF CURRENT RECOMMENDATIONS 
(March 2005) 

The following recommendation is listed in accordance with the Nuclear Electric Insurance 
Limited Primary Property Loss Control Standards. Noncompliance with "should" 
recommendations may result in insurance rating penalties. 

RECOMMENDATION 
None. 

* * * * *  

DATE 
ISSUED STATUS 
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At the request of and for the benefit of Nuclear Electric Insurance Limited (NEIL), Nuclear 
Service Organization conducted an evaluation of this facility to determine compliance with the 
requirements of the NEIL Boiler and Machinery Loss Control Standards. 

EXECUTIVE SUMMARY 

There is one new “should” Recommendation BM06-2, for the verification of the operability of 
the Units 1 and 3 MS/R pressure relieving devices. One “should” Recommendation, BM04-1 for 
the verification of the operability of the Unit 2 MS/R pressure relieving devices has been 
withdrawn and ShaJ Recommendation BM06-1 has been opened in its place. This test is 
scheduled to be to be performed online as soon as possible. The plant accepts the penalty points 
for Withdrawn Recommendations BM99-1 & 2 for Switchyard visual inspections. The next 
comprehensive evaluation is scheduled for January 2007. 

The evaluation and this repon are not intended to serve any purpose other than determining and documenting the plant’s compliance with the Nuclear Electric Insurance Limited Property Loss 
Control Standards Neither the NEIL Member nor any other person or entity should attach any other meaning, significance or consequence to the evaluation and this report in any regard, 
including as to the plant’s compliance with applicable law, safety standards or personnel matters 

This repon is the sole property ofNuclear Electric Insurance Limited and may only be distributed by Nuclear Electric Insurance Limited No entity, including the NEIL Member, is authorized to 
use this repon for any purpose other than that for which it was intended without the expressed written permission ofNuclear Electric Insurance Limited 
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PAL0 VERDE NUCLEAR GENERATING STATION 

PLANT STATUS 

During this evaluation, Units 2 and 3 were operating at or near 100% of rated power, Unit 1 was 
operating at or near 32% of rated power due to harmonic vibrations in the Shutdown Cooling 
system piping when operating above 32%. The next scheduled refueling outages are Unit 3, 
Spring 2006 and Unit 2, Fall 2006. The Steam Generators and low pressure turbines were 
replaced during the Unit 1 Fall 2005 Outage and are scheduled for Unit 3 during the Fall 2007 
Outage. 

CONFERRED WITH 

Mr. D. Mauldin, Vice President Engineering and Support 
Mr. F. Garrett, Engineering and Support (EAC Representative) 
Mr. W. Persyn, Risk Manager (IAC Representative) 
Mr. T. Bradish, Engineering Services Section Leader 
Ms. K. Baginski, Insurance Analyst 
Mr. T. Radke, Operations Director 
Mr. S. Coppock, System Engineering Department Leader 
Mr. J. Guerrero, V. P. Marsh, (Consultant) 
Mr. S. Koski, System Engineering (EAC Alternate) 
Mr. G. Reeves, Engineering Services, (Plant Contact) 
Mr. D. Cook, Crane Team Leader, Cranes and Rigging 
Mr. L. Gamez, Combustion Turbines 
Mr. J. Glover, System Engineer, Turbine-Generators 
Mr. B. Harrison, Maintenance Engineer, Turbine-Generators 
Mr. G. Hunter, Maintenance Engineer, Turbine-Generators 
Mr. B. Johnson, Predictive Maintenance Engineer 
Mr. C. Landstrom, System Engineer, AFW 
Mr. D. Marley, Low and Medium Voltage Circuit Breakers 
Mr. H. Maxwell, Predictive Maintenance 
Mr. S. Payne, System Engineer, Diesel-Generator 
Mr. J. Santi, Spent Fuel Pool Chemistry 
Mr. S. Schroeder, System Engineer, Motors 
Mr. D. Withers, Maintenance Engineer, Main Generator and Transformers 
Mr. E. Fernandez, Rx Vessel Engineering 
Mr. M. Melton, Rx Vessel Engineering 
Mr. B. Ramey, Maintenance Engineer, Rx Vessel 
Mr. J. Majors, Steam Generator Replacement Project 
Mr. R. Monreal, SRP - Switchyard Maintenance 
Mr. B. Lovett, System Engineer, Switchyard 
Mr. P. Oreshack, Switchyard 
Mr. B. Field, System Engineer, Feedwater 
Mr. J. Simpkins, Maintenance Engineer, Auxiliary Boiler 
Mr. H. Johnson, MotorsMain Generator 
Mr. W. Pine, Work Management 
Mr. B. Lovett, System Engineer, Transformers 
Mr. S. Hofmann, Predictive Maintenance, Thermography 0 
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EVALUATION CONTENTS 

The following is a summary of information gathered during the evaluation conducted in 
accordance with the NEIL Boiler and Machinery Loss Control Standards. Information was 
obtained hom discussions and interviews with plant personnel, from reviewing documentation 
provided by the Member, and from observations during a plant and Control Room tour. 

This evaluation report consists of five sections: 

Section 1 - Boiler & Machinery Evaluation Report ........................................................................ 4 

Section 2 - Recommendations ...................................................................................................... 13 

Section 3 - Primary Property B&M Program Penalties ................................................................ 16 

Section 4 - Primary Property B&M Program Credits ................................................................... 17 

Section 5 - Accidental Outage B&M Program Credits ................................................................. 21 
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NUCLEAR ELECTRIC INSURANCE LIMITED 
SECTION 1 - BOILER & MACHINERY EVALUATION REPORT 

INSPECTION PERSO NNEL 
0 

The Member utilizes Operations and Maintenance personnel to conduct required operating and 
dismantled inspections and tests for plant equipment. The personnel interviewed during this 
evaluation are considered qualified in accordance with the Standards. 

MINIMUM INSPECTION PROGRAM 

A. Member Requirements 

The plant has procedures in place to ensure inspections are conducted on operating and idle 
equipment to meet the requirements of the NEIL Boiler and Machinery Loss Control 
Standards, except where noted. During this evaluation, the changes associated with the 
September 2005 Revisions to the Standards and Credit Program were reviewed with plant 
personnel. An ASME Section XI Inservice Inspection and Testing Program is in effect 
based upon the 1992 Edition of the Code. Boilers and Pressure Vessels are inspected in 
accordance with state jurisdictional requirements. 

B. Applicable Standards based on Policy Coverage 

Palo Verde Nuclear Generating Station is insured under the Primary Property and 0 Accidental Outage Insurance Programs. 

C. Inspection Schedule 

The equipment applicable to the NEIL Boiler and Machinery Loss Control Standards is 
inspected or tested within the desired "should" and Shall frequencies, except as noted. 

D. Minimum Inspection Requirements 

Standard 1 REACTOR VESSEL 

An ASME Section XI Inservice Inspection Program is in effect based upon the 1992 Edition of 
the Code with no addendum. 

Internal inspections of accessible areas of the Reactor Vessel are performed each refueling 
outage. Scheduled inservice and general inspections were performed during the last refueling 
outages. During the last Units 1,2, and 3 Refueling Outages, additional reactor vessel head 
inspections were performed with satisfactory results. An Alloy 600 management plan has also 
been put into place and includes plans for Reactor Vessel head replacements to begin in 2009. 
The Reactor Vessel and Internal lifting devices and special lifting rigs are inspected before each 
refueling outage. 
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Standard 2 STEAM GENERATOR 

During the last Unit 1 Refueling Outage both Steam Generators were replaced. The new Unit 1 
Steam Generators had a base line examination performed on all unplugged tubes, and a 100% 
examination along with sludge lancing will be performed during the next refueling outage. 

During the last Unit 2 and Unit 3 Refueling Outages, both Steam Generators were opened for 
internal inspections of the tube sheets, shells, and a foreign object search and retrieval in each 
unit. Sludge removal has been conducted in both Steam Generators during each refueling outage 
for all three units but was not performed during the recent Unit 1 Outage due to steam generator 
replacement. A review of documentation of work conducted during the last Unit 2 Refueling 
Outage indicates that 100% of the unplugged tubes in both Steam Generators of each unit were 
full length eddy current examined. A total of 19 tubes were plugged in RSG2 1 and 20 tubes 
were plugged in RSG22. Five of the tubes that were plugged were done as a result of 
manufacturing/shipping induced dents or their potential to mask the signature of shipping crate 
screw damage. 

Standard 3 TURBINE-GENERATOR/EXClTER 

Standard 3A Observations 

All three Turbine-Generators are inspected at least daily during operation by the Equipment 
Operators with additional monitoring by remote instrumentation from the Control Rooms. Data 
isrecorded on Rounds Sheets in accordance with 40DP-90PA2. 0 
Vibration is continuously monitored on all three Turbine-Generators with data sent to the 
Control Room for alarm and high vibration trip function. New continuous on-line vibration 
monitoring hardware with continuous trending and analysis was added to the Unit 1 Turbine- 
Generator as part of the low pressure turbine rotor replacement, completed during the Fall 2005 
Refueling Outage. This work was completed on Unit 2 during the 2R11 Outage and will be 
completed on Unit 3 during the 3R13 Outage in 2007. 

Standard 3B Operating Tests 

The operating procedures maintained in the Control Room have been reviewed. The tests 
required by the NEIL B&M Standards are being conducted within the prescribed frequency. The 
Main Turbine Simulated Overspeed Trip and Lube Oil Pump Tests are performed at least 
monthly. 

The Unit 1 Low Pressure Turbine Rotors were replaced during the 1R12 Fall 2005 Refueling 
Outage. The plant has provided data, which shows the natural resonant frequency calculations 
are outside the critical range of 118 to 122Hz for the new rotors. The frequencies nearest the 
critical range are 114.29 for mode 19 and 125.39 for mode 20. 
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Standard 3C Dismantled Inspections 

The present long-range inspection schedule for the Turbine-GeneratodExciter results in the 
entire machine being inspected within the frequency required by the Standards. 

During the Spring 2004 Unit 1Rl l  Refueling Outage, the Main Generator rotor was pulled and 
boresonic inspected. Flux probes were installed and all other examinations and electrical tests 
performed were satisfactory. All three low pressure turbines were replaced during the Fall 2005 
Refueling Outage (2R12). 

The last “major” Unit 2 Generator (rotor-out) inspection was performed in 1997. Subsequent 
inspections in 1999 and during the recent Unit 2R11 Refueling Outage have been performed, but 
it was not documented that all areas of the B&M Standards were met. This was a follow-up item 
during the 2004 Evaluation and documentation was provided to show the intent of the NEIL 
B&M Standards was met. A spare Main Generator rotor has been purchased and is available for 
all three Units. 

All three Low Pressure Turbines were replaced during the Fall 2003 Unit 2 Refueling Outage 
(2R11). The work in progress was reviewed and evaluated to the NEIL Boiler and Machinery 
Loss Control Standards during the October 23,2003 focused evaluation and no areas of concern 
were noted. 

During the Unit 3R11 Refueling Outage completed in the Fall of 2004, the “A” Low Pressure 
Turbine was dismantled for inspection with satisfactory results. The accessible areas of the Main 
Generator were visually inspected and all electrical tests performed were satisfactory. The last 
stages of the Unit 3 “B” and “C” Low Pressure Turbines were inspected with no areas of concern 
noted. 

The “B” Low Pressure Turbine was dismantled during the Unit 3R10 Spring 2003 Refueling 
Outage, and the outage report and dovetail cracking analysis report were reviewed during the 
January 2004 Evaluation. The conclusions based on the analysis will allow the unit to operate 
until the scheduled replacements of the Low Pressure Turbine rotors during Unit 3R13 in 2007. 

Standard 3D Dismantled Tests 

The Turbine-Generators received satisfactory Overspeed Trips per Procedure 400P-9MT02, 
Turbine Overspeed Test. 

Standard 4 TRANSFORMERS 

The Transformers on the Equipment Object List are being observed daily by the Auxiliary 
Operators and results are documented on Operator Rounds Sheets. The NEIL B&M Standards 
have been discussed with plant personnel, and the information referenced in the Standards is 
being observed within the required frequency. A review of the latest Gas-in-Oil and Insulating 
Oil Test results shows all parameters to be within the acceptable guidelines. The plant has 
started an oil reconditioning program and is in the process of installing continuous gas-in-oil 
monitors. The start-up transformers now have continuous Gas-in-Oil monitors installed and new 0 

I 
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temperature monitors have been installed on the main step-up transformers. Gas-in-oil monitors 
are planned to be installed in the main transformers in 2006. 

Thermographic surveys of all Transfonners, bushings, and switchgear are conducted every six 
months in accordance with the site's preventive maintenance guidelines and procedures. 

Standard 5 DIESEL-GENERATORS 

Standard SA 

Standard SA-1 Operating Inspections 

Diesel-Generators (Class 1 E) 

The Emergency Diesel-Generators (EDGs) are started and run under load each month in 
accordance with site procedures. Data, including exhaust temperatures, oil temperatures and 
pressures, generator output, and stator and bearing temperatures, is taken during each test run for 
trending and analysis. 

Standard 5A-2 Dismantled Inspections 

The EDGs are partially dismantled for inspection every 18 months, and inspections that are more 
detailed are conducted at five-year intervals. The plant has transitioned to a 5-year or 3C 
inspection interval. 

EDG 1A experienced two functional failures during the last 12 months but remains within the 
reliability requirements of Numarc 87-00. The first failure was due to a failed governor actuator 
and the second was due to a failed voltage regulator. Both components have been replaced and 
the unit has retested satisfactorily. 

Load rejection testing is also conducted each Fuel Cycle per Procedure 73ST-XDG01. 

Standard 5B Diesel-Generators installed as Alternate AC power source/Standby Diesel-Generators (1 000 HP 
and Over) 

Not Applicable. 

Standard 5C Diesel-Generators - Non Class 1 E/Not installed as Alternate AC power source/Standby Diesel- 
Generators (1000 HP and Over) 

Not Applicable. 

Standard 6 BOILERS 

Standard 6A Auxiliary Boilers 

Two Auxiliary Boilers are installed at the plant. One is abandoned in place per plant procedures. 
The remaining boiler is maintained in accordance with Procedure 41 OP-lAS02 and inspected 
annually by a contracted inspection agency to meet jurisdictional requirements. Annual 
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inspections are performed, which include operational tests of the safety devices, safety valves, 

I Not Applicable. 

Standard 7 MOISTURE SEPARATOR/REHEATERS 

Internal inspections of the Moisture Separator/ Reheaters (MS/Rs) are performed at least every 
two refueling outages to inspect for corrosion and wear, which meets the Standard requirements. 
No adverse or off-normal conditions were identified and no major repairs were required as a 
result of the inspections performed. The operability of the Units 1 and 3 pressure relieving 
devices has exceeded the “should” frequency of 72 Months and a recommendation has been 
issued. 

See Recommendation BM06-02. 

Recommendation BM04- 1, the operability of the Unit 2 pressure relieving devices has exceeded 
the Sm frequency. This recommendation will be withdrawn and a new Shall recommendation 
issued. Plans to complete this maintenance are in progress and testing will be completed at the 
earliest possible opportunity. 

Recommendation 04-1 is moved to the Log of Withdrawn Recommendations and see 
Recommendation BM06-01. 

Standard 8 DEAERATORS 

Not Applicable. 

Standard 9 COMBUSTION TURBINES 

There are two Combustion Turbines at this location used for station black out power supply. 
They are run monthly for testing and normally are not in service more than 24 hours in a year. 
The plant has maintenance procedures in place for routine and dismantled inspections. Due to 
design limitations, an actual overspeed trip test cannot normally be performed. Recommendation 
BM97-1 was issued to address this concern. The recommendation was closed after the plant 
responded by revising the procedure and conducting the overspeed trip tests. It was noted that 
this procedure is performed annually. With the turbine at rated speed, plant personnel adjust the 
value on the overspeed controls to 101 % and then speed up the turbine until the overspeed 
mechanism activates. Additionally, the plant performs a simulated overspeed test in conjunction 
with this procedure. This meets the intent of the Standards based on equipment design. 

Start tests are performed on each turbine on a monthly basis. A loaded run is performed every 6 
months and a timed loaded run is performed every 18 months. In the last 12 months, Turbine #1 

~ 0 experienced three failures. 
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The first failure was due to a procedural error involving verification of oil level, which caused a 
false low oil level trip. The remaining two failures were due to a loose vibration monitoring wire 
and a PLC failure. These problems were corrected and the unit retested satisfactorily. 

Standard 10 MECHANICAL DRIVE TURBINES 

Standard 1 OA Observations 

Operations Rounds Sheets document that required inspections are being performed on the Main 
and Auxiliary Feedwater Pump Turbines within the frequency prescribed by the Standards. 

Standard 10B Dismantled Inspections 

The Mechanical Drive Turbines are being dismantled on a frequency to meet the requirements of 
the NEIL B&M Standards. During the Unit 1 R12 Refueling Outage, the “B” MFWPT was 
dismantled and minor damage was discovered on the first stage turbine blades. Minor 
resurfacing was performed and no major repairs were required as a result. During the last Unit 2 
R12 Refueling Outage, the “B” MFWPT required a new casing stud due to a crack found during 
ultrasonic testing. The dismantled inspection of the “B” MFWPT was completed satisfactorily. 

Normal maintenance was conducted on the Auxiliary Feedwater Pump Turbines during the last 
Units 1 and 2 Refbeling Outages and during the Spring 2002 Unit 2 Outage, a five-year 
dismantled inspection was conducted with satisfactory results. The plant is moving toward a 7.5 
year dismantled inspection frequency for the Auxiliary Feedwater Pump Turbines. 

Standard 1 OC Dismantled Tests 

Dismantled Tests are performed on the Mechanical Drive Turbines per the Standard 
requirements. Results of the tests conducted after the last Units 1 and 2 Refueling Outages were 
reviewed during the evaluation and found to be satisfactory on all turbines. 

Standard 11 ELECTRIC MOTORS 

Standard 11A Observations 

Operations Rounds Sheets document that required inspections are being performed on the 
applicable electric motors within the frequency prescribed by the Standards. 

Standard 11 B Dismantled Inspections 

A review of documentation shows that the listed Motors are being dismantled as testing and 
preventiveheliability centered maintenance dictates the need, which meets the requirements of 
the Standard. Routine maintenance was performed during the last evaluation period, and several 
motors were rebuilthefurbished including Circulating Water, Heater Drain, and Condensate 
Pump Motors. 
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2 DRIVEN PUMPS 

2A Observations 

Standard 0 
Standard 

Operations Rounds Sheets document that required inspections are being performed on the 
applicable pumps within the frequency prescribed by the Standards. 

Standard 12B Dismantled Inspections 

A review of documentation shows that the listed pumps are being dismantled as testing and 
preventive maintenance dictates the need, which meets the requirements of the Standard. 
Routine maintenance was performed during this evaluation period. As a precautionary measure, 
the Unit 1 HPSI Pump bearings were replaced during the fall refueling outage. 

The Reactor Coolant Pumps at this site are unique and include an oil filled internal upper thrust 
bearing module. There has been an ongoing problem with oil leakage from these modules that is 
currently being addressed by engineering staff. While this leakage poses no material risks it is 
an operational nuisance that must be corrected. A collaborative effort with Kingsbury is 
underway and a full scale mock up has been built to test a new floating ring design and plant 
staff are confident that this will alleviate the problem. 

Standard 13 OTHER PRIME MOVERS AND/OR DRIVEN EQUIPMENT (1000 HP AND OVER) 

0 Not Applicable. 

Standard 14 SWITCHYARD EQUIPMENT 

The Standard requirement for Switchyard Breakers and their associated Relays and Batteries was 
reviewed with plant personnel. The Transmission Personnel perform monthly inspections that 
include all items in the Standards. This meets the Shall requirement of the NEIL B&M 
Standards, but not the “should.” The Member has accepted the penalty for not performing the 
“should” recommendations per a letter dated July 25, 2000. 

The Hassayampa (HSP) Switchyard, located a few miles east of the Palo Verde Nuclear Station, 
has been completed and is included within the insured boundary. The Switchyard maintenance 
and inspection personnel use the inspection and maintenance procedures of the PVNGS, and this 
was confirmed during the evaluation. 

Thermography surveys are performed in the Switchyard at least every six months. 

Standard 15 CRANES, RIGGING, FUEL, AND MATERIAL HANDLING FOR CRITICAL LIFTS 

A review of various plant procedures pertaining to preventive maintenance and inspection of 
Cranes, Rigging, and Fuel Handling equipment was conducted. The plant has performed a 
periodic review of the procedures, and the procedures and program indicate the plant is 
maintaining the equipment in a manner consistent with the NEIL B&M Standards. Prior to the 
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last refueling outages, all required exams and inspections were performed on the equipment used 
for critical lifts. 

The following is a summary of the procedures reviewed as part of the Unit 1 steam generator and 
low pressure turbine replacement activities as they related to the NEIL B&M Loss Control 
Cranes and Rigging Standards. 

The procedures reviewed pertaining to the Unit 1 (1R12) Refueling Outage are as follows: 

3ODP-9MP12Rl.l , Overhead Hoisting Systems 
30DP-OMP 13R6, Rigging Control 
3ODP-9MPllR9, Field Use of Rigging 
CP-C-0 8R 1, Rigging 
CP-C-09R1, Inspection and Testing of Hoisting, Rigging, and Transportation Equipment 

The Unit 2 Fuel Building cranes have completed an upgrade to single failure proof cranes as part 
of the dry cask storage project. 

It was noted that the daily prior-to-use inspections are documented per Procedure 30DP-9MP12. 

A change has been made to Procedure 30DP-9MP10 that requires all rented cranes to be 
equipped with a kickout function to serve as a backup to operator calculations. 

Standard 16 SPENT FUEL POOL CHEMISTRY 

Spent Fuel Pool chemistry requirements are contained in Procedure 74DP-9CY04, System 
Chemistry Speczfication. The requirements are based on industry standards and fuel 
manufacturer recommendations. The sampling program was reviewed and found to be fully 
implemented with no problems noted. 

Standard 17 INSPECTION DOCUMENTATION 

Documentation reviewed included Operator Rounds Sheets, Control Room Logs, and various 
plant procedures and printouts. The information provided for review met the requirements of the 
Standards. 

Standard 18 CIRCUIT BREAKERS (Low and Medium Voltage) 

The plant has established a preventive maintenance, inspection, overhaul and testing program for 
the referenced breakers that exceeds the requirements of the Loss Control Standards. 

Reports 

1. Adverse Condition Reporting: 

The Member has reported Transformer Gas-In-Oil Test results that were out of limits and 
Feedwater Pump Turbine Vibration levels as Adverse Conditions and all were updated 
during this evaluation. 
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2. Evaluation Report Responses: 

There were no new recommendations as a result of the February 2005 Evaluation. 

0 BSE RVATl 0 NS 

A walk-by tour of the Unit 1 Turbine Building, Control Room and Transformer areas was 
conducted during this evaluation. Plant cleanliness and housekeeping were acceptable and no 
conditions were noted that would affect NEIL. 

A spot review of spare components listed for credit in the Accidental Outage Program was 
conducted during this Evaluation. The components chosen were verified “ready for service” and 
properly stored. 

RECOMMENDATIONS 

The following recommendation is listed in accordance with the Nuclear Electric Insurance 
Limited Boiler and Machinery Loss Control Standards. Compliance with Shall 
recommendations must be met and maintained in order for the plant to be insurable. 

BM06-01 The operability of the Unit 2 MS/R pressure relieving devices Shall be performed 
every 96 Months. (Standard 7.2) 

The following recommendation is listed in accordance with the Nuclear Electric Insurance 
Limited Boiler and Machinery Loss Control Standards. Compliance with “should” 
recommendations may result in insurance rating credits; noncompliance in rating penalties. 

BM06-02 The operability of the Units 1 and 3 MS/R pressure relieving devices “should” be 
performed every 72 Months. (Standard 7.2) 

* * * * *  

PV-060112EVL 12 JANUARY 2006 



PAL0 VERDE NUCLEAR GENERATING STATION 

NUCLEAR ELECTRIC INSURANCE LIMITED 
SECTION 2 - RECOMMENDATIONS 

LOG OF CURRENT RECOMMENDATIONS 

The following recommendation is ’listed in accordance with the Nuclear Electric Insurance 
Limited Boiler and Machinery Loss Control Standards. Compliance with Shall 
recommendations must be met and maintained in order for the plant to be insurable. 

RECOMMENDATION 
DATE 

ISSUED STATUS 

BM06-01 The operability of the Unit 2 MSIR pressure 1/12/06 Open. 
relieving devices Shall be performed every 96 
Months. (Standard 7.2) 

The following recommendation is listed in accordance with the Nuclear Electric Insurance 
Limited Boiler and Machinery Loss Control Standards. Compliance with “should” 
recommendations may result in insurance rating credits; noncompliance in rating penalties. 

RECOMMENDATION 
DATE 

ISSUED STATUS 

BM06-02 The operability of the Units 1 and 3 MS/R pressure 
relieving devices “should” be performed every 72 
Months. (Standard 7.2) 

1/12/06 Open. 

* * * * *  
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BM97-1 

BM98-2P 

BM98-1P 

PAL0 VERDE NUCLEAR GENERATING STATION 

LOG OF COMPLETED RECOMMENDATIONS 

RECOMME NDATlO N 

Internal inspections of the Units 1 and 2 
Moisture SeparatorIReheaters "should" be 
performed each Fuel Cycle. 
(B&M Standard 1V.D. 1 .e.) 

Actual overspeed trip tests of the Combustion 
Turbines Shall be conducted annually or if 
maintenance work has been carried out on the 
front standard or overspeed trip mechanism. 
B&M Standard IV.D.5.g.) 

The Member Shall notify NEIL of Dissolved 
Gas-in-Oil levels at 110% or greater of IEEE 
guideline limits. 
(B&M Standard IV.D.3 and IV.G.l.) 

The Member "should'l perform internal 
inspections of all Unit 2 Moisture Separator 
Reheaters each Fuel Cycle. 
(B&M Standard N.D.  1 .e.) 

DATE 
ISSUED 

9/28/95 

911 0197 

9/24/98 

311 1/98 

STATUS 

Closed 3120196 
for Unit 2 and 
9/19/96 for Unit 
1. 

Closed 311 1/98. 

Closed 3/10/99. 

Closed 12/2/99. 

* * * * *  
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LOG OF WITHDRAWN RECOMMENDATIONS 

RECOMMENDATION 
Visual inspections of the Switchyard Breakers 
t t ~ h o ~ l d ' l  be performed weekly. 
(B&M Standard 14A. 1 .) 

BM99-1 

BM99-2 Visual inspections of the Switchyard Batteries 
"should" be performed weekly. 
(B&M Standard 14C. 1 .) 

BM04- 1 The operability of the Unit 2 MS/R pressure 
relieving devices "should" be performed 
every 72 Months. (Standard 7.2) 

DATE 
ISSUED STATUS 
12/2/99 Withdrawn per 

letter of 7/25/00. 

12/2/99 Withdrawn per 
letter of 7/25/00. 

0 1 /29/04 Withdrawn 
1/12/06. See 
Recommendation 
BM06- 1. 
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NUCLEAR ELECTRIC INSURANCE LIMITED 
SECTION 3 - PRIMARY PROPERTY B&M PROGRAM PENALTIES 

TOTAL POSSIBLE PENALTY POINTS 501 0 
UNIT 1 2 3 
TOTAL PENALTY POINTS APPLIED 95 95 95 

14A.1 Visual inspections of the Switchyard Breakers “should” be 
performed weekly. 
(See Recommendation BM99-1) 

Note: The Member accepted the penalty for non-compliance with 
this Standard in a letter to NEIL dated July 25, 2000. 

14C.1 Visual inspections of the Switchyard Batteries “should” be 
performed weekly. 
(See Recommendation BM99-2) 

Note: The Member accepted the penalty for non-compliance 
with this Standard in a letter to NEIL dated July 25,2002. 

The operability of the Units 1 and 3 MS/R pressure relieving 
devices “should” be performed every 72 Months. 
(See Recommendation BM06-02) 

7.2 The Operability of the Unit 2 M S R  pressure relieving devices 
Shall be performed every 96 Months. (See Recommendation 
BM06-01) 

* * * * *  
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0 
NUCLEAR ELECTRIC INSURANCE LIMITED 

SECTION 4 - PRIMARY PROPERTY B B M  PROGRAM CREDITS 
TOTAL POSSIBLE CREDIT POINTS 51 15 
TOTAL CREDIT POINTS APPLIED 4000 4000 3800 

REF: CREDIT ITEM DESCRIPTION 

CREDIT POINTS 
PARTIAL MAXIMUM APPLIED 
CREDITS CREDITS U-1 U-2 U-3 

~~ ~ 

SECTION I 
A. Turbine 

PROTECTIVE DEVICES AND HARDWARE 

1. Water Induction Protection System 
a. Designed in accordance with ASME 

TWDPS1- Part 2 200 200 200 200 
b. Thermocouples, testable check valves, 

motor-operated check valves, etc. 100 - - - 
2. Bearing Metal Temperature 

a. All turbine bearings provided with bearing 
metal temperature detection 60 60 60 60 

b. Thrust bearing only 40 - - 
3. Bearing High Vibration Trip - provided and 

armed, except in closely controlled 

4. Continuous On-Line Vibration Monitoring - 
circumstances, such as startup 200 200 200 200 

together with continuous trending and analysis 200 200 200 0 
0 

5. Independent Overspeed Trip Protection 
B. Generator 

1. On-Line Shorted Rotor Turn Monitoring 100 
2. Generator On-Line Diagnostic System 100 
3. Radio-Frequency (RF) Monitor 100 

5. Generator End-Turn Vibration Monitoring 100 
6. Pyrolysate Collection System 100 

4. Resistance Temperature Detectors (RTDs) or 
Thermocouples embedded in gas passages 100 

Note: Maximum of 500 Full Credits for Items 1 to 6 
above 

100 100 100 100 
5 00 - - 

100 100 100 
0 0 0 
0 0 0 

100 100 100 
0 0 0 

100 100 100 
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REF: CREDIT ITEM DESCRIPTION 

CREDIT POINTS 
PARTIAL MAXIMUM APPLIED 
CREDITS CREDITS U-1 U-2 U-3 

B. Generator (cont.) 
7. Generator Protective Relays 

a. Differential 
b. Ground 
c. Overcurrent 

150 150 150 150 
10 - 
15 - 
10 - 

- - 
- - 
- 

d. Loss of Excitation 20 - - 
e. Reverse Current 15 - - 
f. Field Ground 15 - - - 
g. Phase Balance 15 - - - 
h. Volts / Hertz 50 - - - 

8. Continuous Hydrogen Monitoring - for 
incipient faults 100 100 100 100 

9. Retaining Rings - 18 Mn / 18 Cr material or 
equivalent 200 0 0 0 

~~ ~ 

C. Condensate / Feedwater System 
1. High Integrity Tubing - condensers, feedwater 

heaters and MS/Rs having copper bearing 
mat eri a1 s 200 200 200 200 
a. Condensers Only 75 - 
b. Feedwater heaters - MS/Rs only 125 - - 

2. Continuous Monitoring 
a. Feedwater System 
b. Condensate Svstem 

260 260 260 260 
110 - - 
150 - - 

- 
- 

D. NSSS - Loose Parts Monitoring for Reactors 
and/or Steam Generators 215 215 215 215 
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REF: CREDIT ITEM DESCRIPTION 

CREDIT POINTS 
PARTIAL MAXIMUM APPLIED 
CREDITS CREDITS U-1 U-2 U-3 

E. Transformers 
1. Sudden Fault Pressure Relays Installed 

a. Alarm Only 
b. Alarm and Trip 

2. Installed Continuous Monitors on Main 
Generator Step-up Transformer(s) 
a. On-line Gas Analyzer 
b. Partial discharge Monitor 
c. Moisture Content Analyzer 

a. Frequency Response Analysis 
b. Partial Discharge Test 
c. Furan Analysis 
d. Static Electrification Detection 
e. Geomagnetically Induced Current (GIC) 

3. Additional Testing 

Testing 

Additional Testing. 
Note: Maximum of 200 Credit Points available for 

50 
100 

3 00 
100 
100 

100 
100 
100 
100 

100 

- 
100 

0 
0 
0 

0 
0 

100 
100 

0 

- - 
100 100 

0 0 
0 0 
0 0 

0 0 
0 0 

100 100 
100 100 

0 0 

SECTION II LOSS CONTROL PROGRAMS AND PROCEDURES 0 A. Vibration Analysis Programs 
1. Monthly Programs 300 

a. Turbine Generator 
Performed by Certified Technician 100 

Performed by Certified Technician 200 
Performed by Non-Certified Technician 100 

2. R C P / W  Continuous Monitoring 100 

Performed by Non-Certified Technician 50 
b. Specified Rotating Equipment 

300 300 

- - 
- 

- 
- - 

100 100 
B. Full Spectrum Lubricating Oil / Control Fluid 

Analysis, including metallography 125 125 125 125 
C. Major Pressure Vessels, periodic safety valve 

testing program, including feedwater heaters, 
heater drain tanks and coolers 100 100 100 100 

D. Thickness Testing of Balance of Plant Piping 
Systems 205 

2. Extraction Steam System 50 
3. Condensate and Feedwater 100 

1. Main Steam System 55 
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~ 

REF: CREDIT ITEM DESCRIPTION 

CREDIT POINTS 
PARTIAL MAXIMUM . APPLIED 
CREDITS CREDITS U-1 U-2 U-3 

E. Maintenance Programs 
1. Fully Implemented Formal Maintenance 

Program 
2. Predictive Maintenance Program, to include 

motor current/flux and winding analysis 
3. Partial Discharge Analysis Program 

All motors 1000 HP and over 
Implementation of Program 10 

250 250 250 

25 25 25 

25 - - 
10 10 

250 

25 

- 

10 

F. Thermographic Surveys of Major Equipment 
1. Transformers 

Performed by Certified Technician 

Motors, Motor Control Centers, Bus Ducts 
Performed by Certified Technician 

Pumps, Bearings, Couplings and Gears 
Performed by Certified Technician 
Performed by Non-Certified Technician 25 

Performed by Certified Technician 
Performed bv Non-Certified Technician 100 

Performed by Non-Certified Technician 75 

Performed by Non-Certified Technician 75 

2. Switchyard Breakers / Disconnects 

550 - - 

150 150 150 
- - 

150 - - 
- 

50 - 
- 

200 200 200 
- 

SECTION I l l  ADMINISTRATION 
Accredited Personnel Training Programs 
A. Mechanical Maintenance 40 
B. Electrical Maintenance 40 
C. Nonlicensed Operator 40 
D. Control Room Operator 40 
E. Senior Control Room Operator or Shift Supervisor 25 
F. Instrument and Control Technician 40 
G. Technical Staff and Managers 25 

250 250 250 250 
- - - 
- - 
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PAL0 VERDE NUCLEAR GENERATING STATION 

NUCLEAR ELECTRIC INSURANCE LIMITED 
SECTION 5 - ACCIDENTAL OUTAGE B&M PROGRAM CREDITS 

UNIT u-1 u-2  u-3  
AVAILABLE CREDIT POINTS (AI 1050 1050 1050 . .  
CREDIT POINTS APPLIED IB) 882.5 895 872.5 
ASSESSED CREDIT POINTS (1 000 / A) X B 840.5 852.5 831 

PARTIAL MAXIMUM CREDIT APPLIED 
REF: CREDIT ITEM DESCRIPTION CREDITS CREDITS U-1 U-2 U-3 

SECTION I PRESSURE VESSELS 

1. Observations each Refueling Outage 

1. Steam Generator Tube Bundle Conditions 
Refuel Outage 
Two Refuel Outages 

2. Steam Generator Tube Sheet & Shell 
Refuel Outage 
Two Refuel Outages 

3. Steam Generator Water Chemistry 
4. Steam Generator Sludge Removal Program 

Refuel Outage 
Two Refuel Outages 

Refuel Outage 
Two Refuel Outages 

6. Reactor Coolant Pumps & Motors 
C. Boiling Water Reactors 

1. Hydrogen Injection System 
2. Reactor Recirculating Pumps & Motors 

A. Reactor Pressure Vessel Intemals 

B. Pressurized Water Reactors 

5. Thermal Shield Inspection 

SECTION II TU RB I N E/GE NE RAT0 R/EXC ITE R 
A. Weekly Observations 

1. Control and Stop Valves 
2. Extraction Check Valves 
3. Feedwater Heaters 
4. Emergency Lubricating Oil Pumps 
5. Feedwater Chemistry 
6. Hydrogen Purity 
7. Iso-Phase Bus Duct 

B. Fuel Cycle Observations 
C. Extraction Check Valves 

Refuel Outage 
Two Refuel Outages 

12.5 

12.5 

12.5 

25 

15 
10 
10 
10 
10 
10 
10 

25 

150 

25 

25 

25 

25 

150 

50 

75 
75 

75 

75 

50 

150 

25 
- 

25 

25 

12.5 

NIA 

50 

NIA 
NIA 

- 

- 
0 
10 
0 
0 
10 
10 
10 
75 

50 

150 

25 
- 

25 

25 

25 

- 

- 

NIA 

50 

NIA 
NIA 

- 

- 
0 
10 
0 
0 
10 
10 
10 
75 

50 
- 

150 

25 
- 

25 

25 
- 

12.5 

NIA 

NIA 

NIA 
NIA 

- 
0 
10 
0 
0 
10 
10 
10 
75 

50 
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PAL0 VERDE NUCLEAR GENERATING STATION 

PARTIAL MAXIMUM CREDIT APPLIED 
REF: CREDIT ITEM DESCRIPTION CREDITS CREDITS U-1 U-2 U-3 0 SECTION Ill TURBl NE/GENERATO R/EXClTE R 
A. Turbine Dismantled Inspection 
B. Generator Dismantled Inspection 
C. Additional Credits 

1. Turbine 
a. Designed to ASME TWDPS-I, Part 2 
b. Bearing metal temperatures 
c. High vibration trip 
d. On-line vibration hardware 

a. On-line monitoring shorted rotor turns 
b. Pyrolysate System 
c. RF monitors 
d. End turn vibration monitor 
e. Retaining rings 18/18 or equivalent 

2. GeneratodExciter 

SECTION IV TRANSFORMERS 
A. Insulating Oil Test Results 
B. Gas-in-Oil Test Results 
C. Thermographic Surveys 
D. Continuous Dissolved Gas-in-Oil Analyzers 

1. Main Step-up Transformers 
2. Auxiliary Transformers 

SECTION V/Vl EMERGENCY DIESEL GENERATORS - No Credit Available 

SECTION VII/VIII MECHANICAL DRIVE TURBINES 
Operational Inspection 
Operational Tests 

50 
50 

10 
10 
10 
10 

10 
10 
10 
15 
15 

50 50 
50 50 

10 10 
10 10 
10 10 
10 10 

10 10 
10 10 
0 0 
0 0 
0 0 

50 
50 

10 
10 
10 
0 

10 
10 
0 
0 
0 

50 50 50 50 
50 50 50 50 
50 50 50 50 

40 0 0 0 
10 10 10 10 

25 25 25 25 
25 25 25 25 

SECTION lX/X/Xl MOTORS, MOTOR-GENERATOR SETS & PUMPS 
Vibration Analysis 30 30 30 30 
Lube Oil Analysis 30 30 30 30 
Thermography 15 0 0 0 
Performance Moriitoring/Electrical Testing 25 0 0 0 

0 
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Engineering Inspection Report 

DATE: July 11 - 15,2005 

INSURED: 

OWNER: 

OPERATOR: 

PLANT: 

CLASS OF RISK: 

LO CAT1 ON : 

MAILING ADDRESS: 

PLANT PHONE NUMBERS: 

BUSINESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

ENGINEER: Stanley Smartt 

Arizona Public Service Company (APS) 

Units 1,2, & 3: Pinnacle West Corporation (100%) 
Units 4 & 5: APS (15%), El Paso Electric Co. (7%), Public Service 
Co. of New Mexico (13%), Salt River Project ( IO%),  Southern 
California Edison (48%), and Tucson Electric Power Co. (7%). 

Arizona Public Service Company 

Four Corners Generating Station 

UT/PUB/OTHER 

Fruitland, New Mexico 

P.O. Box 355 
Fruitland, New Mexico 87416 

505.598.8200 FAX: 505.598.8237 

The plant is in full operation 24 hours per day, 7 days per week. 
Operations have two 12-hour shifts, and maintenance has three 8-hour 
shifts. There are approximately 586 employees. 

This is a large fossil fuel power generating facility. There are five coal 
fired boiler-steam turbine-generating units. The plant has a generating 
capability of 2085 MW. This is a baseload station throughout the year. 

David Saliba, Plant Manager 
David Westbrook, Operations Manager for 1-2-3 
Dave Bloomfield, Engineering Manager 
Richard Grimes EHS Manager 
Marshall Plummer, Manager-Government Affairs (HR) 
Judye Leczel, Emergency Services Coordinator 
John Fronchini, Production Manager 
Michael Carpenter, EHS-Safety Analyst 
Willard Billey, 4-5 Operations 
Edmond Jackson 1 1 1 ,  4-5 Maintenance 
Joe Rogers, 4/5 Planning Manager 
Karla Erickson, Contracts & Procurement 
Jackie Silago, 1-5 Routine Planning Manager 
Everett Thornburg, Technical Support 
Neil Tribbett, EHS 
Peter Lenzi, 1-2-3 Planning Manager 
Kerry Baginski, Risk Management Team 
Ronald C. Adcock, March Risk Consulting 
John Crouch, Starr Technical Risk Agency-Underwriter 

July 11 - 15, 2005 
~ Four Corners Generating Station 
~ Fruitland, New Mexico 
I 



LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROP E RTY 
AMT. SUB. P.M.L. N.L.E. 

R. & P.P.- $500,000,000 $75,000,000 $22,500,000 

B.1.IE.E.- $1 0,000,000 $1 0,000,000 $5,000,000 

TOTALS: $51 0,000,000 $85,000,000 $27,500,000 

RISK SUMMARY 

Plant Layout: 

Fire Water System: 

Sprinkler/Deluge Systems: 

Public Fire Department: 

Emergency Organization: 

Overall Rating: 

Good Spacing within Units: Good 

Good Management Programs: Fair 

Fair Inspection: Good 

Fair Maintenance: Good 

Good Outside Exposures: Light 

Fair 
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1. REMARKS AND CHANGES 

The scope of inspection included: Review of previous recommendations and important 
changes, review of inspection programs including; fire protection, maintenance, etc., 
emergency response, hot work & impairments, coal handling & fuel loading, Units 1-5 
(T-G sets, boilers & ancillary equipment, transformers). The support buildings where 
inspected. Results of fire pump tests (conducted prior to this scheduled survey) were 
obtained and evaluated during the course of this survey. 

0 

This site overall rating is considered ”fair”. Management programs associated with 
housekeeping and impairment notification need to be updated and properly enforced. 

Because recommendation no. 1997.05 requesting that transformer exposure 
protection be provided for switchyard transformers has been completed, it has been 
removed from this report. Because recommendation no. 2004.02 requesting that an 
impaired fixed fire protection system has been restored to proper working order, it has 
been removed from this report; and because recommendation no. 2004.03 requesting 
dissolved gas analysis (DGA) of the oil associated with the plant’s main transformers 
be conducted semi-annual, has been implemented, it has been removed from this 
report. 

There are two new recommendations: Recommendation no. 2005.01 request that a 
foam trailer and associated equipment be provided at the plant site to fight lube oil 
system and transformer oil type fires; and Recommendation no. 2005.02 request that 
protocols be established to properly notify “Emergency Service Coordinator” of all fire 
protection related impairments; and repair or replace the “data acquisition system” 
(impairment notification hardware). 

There are five resubmitted recommendations: Recommendation no. 2000.01 request 
that containment, drainage, andlor diking be provided for the main station 
transformers; Recommendation no. 2002.02 request sprinkler protection be provided 
over lube oil reservoirs associated with Unit nos. 4 and 5; and Recommendation no. 
2002.04 request that combustible occupancies and operations be removed from the 
ground level of the baghouse associated with Unit nos. 4 and 5.; Recommendation no. 
2004.01 request that detection for Battery Rooms and MCC Buildings; and 
Recommendation no. 1999.02 request that the housekeeping in the station cable trays 
be improved. 

A list of maintenance type items were discussed with plant management (at the time of 
the survey) and submitted to plant management under separate cover. 

0 
~ 
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2. HISTORY 

This coal-fired power plant is the first mine-mouth generating station built to take advantage 
of the large deposits of sub-bituminous coal in the Four Corners region. Construction of Units 
1 & 2 began in 1961. They went into commercial operation in 1963. Unit 3 began producing 
electricity in 1964 while Units 4 & 5 began commercial operation in 1969 and 1970 
respectively. Four Corners is one of the largest coal-fired generating stations in the US.  

Four Corners Generating Station 2 
Fruitland, N e w  Mexico  
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3. DESCRIPTION 

General 

This is a large fossil fuel power generating facility. There are five coal fired boiler-steam 
turbine-generating units. The plant has a generating capability of 2085 MW. This is a 
baseload station during May through October and a cycling station during the remaining 
months. Typically units Nos. 4 & 5 are used for cycling. Coal usage for units Nos. 1, 2, & 3 is 
7 - 8,000 tons per day and for units Nos. 4 & 5 is 18 - 19,000 tons per day. Annual usage is 
10,000,000 tons per year. 

Earthquake 

The site is located in IS0 earthquake zone 5. Earthquake activity in this area is slight. 

Flood 

Water for the plant comes from the 1,200-acre Morgan Lake; a man-made reservoir filled 
from the San Juan River located approximately 3 miles north of the plant. The San Juan 
River is at an elevation of approximately 5,060 feet. Water is pumped from the river by 3 
pumps, which discharge into a common header and runs via piping to Morgan Lake. Morgan 
Lake is at an elevation of approximately 5,330 feet. The plant site is located approximately 
270 feet above the San Juan River thus there is no flood exposure. 

Location 

The power plant is located on the Navajo Indian Reservation approximately 15 miles west of 
Farmington, NM, just south of U S .  Highway 550 in San Juan County. The site is located on 
flat ground. Exposure from shrubs and trees is minimal. 

Construction 

Construction is primarily non-combustible with the exception of several ancillary buildings 
with wood roofs. Boilers are all supported by unprotected steel frame structures and all 
turbine buildings are noncombustible. Details of construction and plant square footage are 
located on the sketch. 

The steam turbine generator associated with each boiler is enclosed in a metal frame 
noncombustible structure that sits on a concrete deck supported on heavy unprotected steel 
beams. There is a 1=3 story, light-noncombustible weather enclosure covering Units 1-3 and 
a separate enclosure over Units 4-5. These were built after the plant was finished and are 
provided for operational and maintenance convenience. They are not needed for plant 
operation. 

There are five concrete stacks at the plant. Unit nos. 1 & 2 shared a common 250-ft. (18%’- 
diameter) high stack. The plant has constructed a new exhaust stack for unit nos. 1 and 2 (it 
has an alloy lining). Unit no. 3 has its own 250-ft. (15’-diameter) high stack. Unit nos. 4 & 5 
originally had their own 300-ft. high stack. These are still operational but are no longer used. 
These units now share a common 300-ft. high stack that discharges downstream of bag the 
houses and scrubbers. This pollution control system was installed after the units were 
complete. 

Four Corners Generating Station 
Fruitland, New Mexico 
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4. 

e 
PROCESS 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

The plant is fueled by low sulfur sub-bituminous coal rated at 8,500 Btu. Coal is supplied by 
the nearby Navajo Mine, which is operated by BHP Utah. The coal is transported to the site 
by both rail and truck and is stored in one of four large piles at a blending area east of the 
site. The coal piles are owned and operated by BHP. There is a 10 days supply of coal on 
the ground at the BHP site. APS does not own the coal until it reaches the Sample Tower 
below the surge bins (silos). The surge bins and related equipment are owned by APS. The 
conveyor for the BHP coal piles to the surge bins is owned and operated by BHP. There is 
magnetic protection at BHP mine, and bucket screens located at the reclaim belts on BHP 
property. Because of the protection provided by BHP, no magnetic protection is 
recommended at the Four Corners Station. 

BHP has two stackerheclaimers that transfer the coal to the conveyors then to the 
headhouse and sample tower. 

There is currently no reserve coal pile owned by APS. Transfer lines will supply units Nos. 1, 
2, and 3 only. 

A grizzly hopper can be utilized to transfer coal; however it is non-operational at this time. If 
the existing transfer conveyor system is lost, then trucks can supply unit nos. 4 & 5 at 25% 
capacity. Coal piles are separated from the facility by 200 ft. 

4.2. SYNOPSIS OF UNITS 

There are five coal-fired boilers producing steam for the five steam turbine generators. 
These are referred to as Units 1, 2, 3, 4, & 5. A summary of Units is listed below. 

4.2.1. Unit Summary: 

UNIT NUMBERS 1 2 3 4 

Year Built 1963 I 1964 I 1969 

Rated Capacity (MW) 1 , 175 I 175 1 225 I 755 

BOILER 

Manufacturer Riley Stocker Riley Stocker Foster Wheeler Babcock & Wilcox 

Steam Temp. OF 1,000 1,000 1,000 1,000 

Steam Pressure, psig 1,800 1,800 1,800 3,803 

Lbs. Of Steam/Hour 1,270,000 1,270,000 1,613,000 5,582,000 

Lbs. OfCoal/Hour I 185,000 I 185,000 I 238,000 I 800,000 

No. of Burners, 
Levels 
and Patterns 

6 burners on 6 burners on 3 4 burners on firing 12 burners on 4 
3 levels; total levels: total 18 levels 1 - 4: two levels (6 front, 6 
18 burners: burners: burners on level 5: back): Total 48 
Front Fired Front Fired Total burners 18: burners 

Front Fired 

1970 

755 

Babcock & Wilcox 

1,000 

3,803 

5,582,000 

800,000 

12 burners on 4 
levels (6 front, 6 
back): Total 48 
burners 

Four Corners Generating Station 
Fruitland, New Mexico 
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UNJT NUMBERS I 2 3 4 5 

TURBINE 

I 

Manufacturer I GE I GE I GE I GE I GE I 
Number of Stages 19 19 19 21 21 

Tandem Tandem Tandem Cross Cross Compound I Compound Compound Compound Compound 

Manufacturer 

Output (MW) 

Voltage @ 45 psi 

Speed, RPM 

Cooling 

Stator Cooling 

GENE RATOR 

GE GE GE GE GE 

175 175 225 755 755 

20,000 20,000 20,000 22,000 22,000 

3,600 3,600 3,600 3,600/1,800 3,600/1,800 

Hydrogen Hydrogen Hydrogen Hydrogen Hydrogen 

Oil Oil Oil Water Water 

Main Transformers Prolec Cooper Mcgraw Ohio McGraw-Edisonl 
VA Tech ** 

KVA 1 22400,000 I 250,000 I 250,000 I 3-308,000single 1 308,000 single 0 I 

13,283 

0 

I I I I I 

13,172 12,000 13,400 15,800 (A&B 
Phase)- 6020 

(C Phase) 

Voltage inlout I 13,280/230,000 1 19,000/230,000 [ 19,000/230,000 1 22,000/345,000 I 22,5001525,000 1 

Aux. Transformers 

Gallons of Oil 

Wagner A60 

UVA 12,000 20,000 18,000 45,000 54,000 

J 

Condenser Cooling 

Gallons Of Oil I 2,360 I 2,900 1 3,093 1 4,000 1 5,411 I 

Pulverizers 

Annual Coal Usage 

3 3 3 8 8 

10,000,000 tons per year 

I Supply/capacity I Morgan Lake - Man Made Reservoir - 39,000 acre feet 

Type 

Coal Handling 

Wet Venturi Scrubbers Baghouses and SO2 Scrubbers 

Pollution Controls 

Four Corners Generating Station 
Fruitland, New Mexico 
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“The transformers associated with phases “A & B” are McGrawIEdison units; and the “C” phase unit is 
manufactured by VA Tech. 

4.2.2. Fuel Supply: 

Coal from BHP is transferred into the sample tower and to two surge bins (silos). The sample 
tower is located above the silos. The coal is weighed & purchased at the bottom of the silos. 
A dust collection system is provided for the sample tower. The dust collector is located 
outside (No bags in the dust collector; no sprinkler protection provided and none needed). 
Conveyors transfer the coal to the tripper deck on top of Units 4 & 5, and the coal transfer 
deck on top of Units 1, 2, and 3. Units 1, 2, & 3 have a single transfer conveyor. Units 4 & 5 
have two transfer conveyors. There are 10 “blend piles” located on the BHP property, with 
each pile having 30,000 tons of coal. Pinnacle West owns no coal on the BHP property. 

Fixed electrical equipment in the sampler tower, conveyor lines, and transfer deck is suitable 
for a coal dust environment (Class I I ,  Division 1 & 2). Fire protection is provided in the 
sampler tower and coal conveyor lines. See protection section. 

Coal conveyors are provided with auto shut-off in the event of sprinkler water flow, speed, or 
mis-alignment. There is also manual shut-offs along both sides of each conveyor. 

There is no metal detector (magnetic) at the Sample Tower. There is magnetic protection at 
BHP mine, and bucket screens located at the reclaim belts on BHP property. 

El Paso Gas Company supplies natural gas to the plant. The in-coming gas line is a 6-inch 
line at 300 psi. The pressure is reduced at the boilers to an operating pressure of 40 psi. 

This facility maintains a mechanical coal belt splicing set on site. There is a local contractor 
who can respond to coal belt emergencies within 1 day. 

There are two 30,000-gallon hydrogen tanks for unit nos. 1, 2 and 3. And there are two 
30,000-gallon hydrogen tanks for unit nos. 4 & 5. The vendor is responsible for maintenance 
on the tanks and the associated tank valving. 

4.2.3. PulverizerslSilos: 

Each generating unit is equipped with coal storage silos (one for each pulverizer). Coal is 
gravity fed to the raw fuel feeders for delivery to the pulverizers. Preheated air is also 
supplied to the pulverizers. The pulverized coal is air transported to the burners. 

Units 1, 2, & 3 use ball mill pulverizers. Units 4 & 5 use three wheel rotating table 
pulverizers. Units 4 & 5 are provided with water injection. Pulverizer temperature is 
monitored and used to control the tempering air supply. Pulverizer amps are monitored and 
will trip the unit on high amps. Differential pressure across the pulverizer is monitored and 
arranged for alarm in the respective control rooms, but not interlocks for shutdown. Unit Nos. 
4 & 5 pulverizers have an indication of low air supply or wet coal. All monitoring is done in 
the respective control rooms. When a parameter exceeds or falls below the accepted norm, 
an audible alarm sounds to alert the operator. 

Unit Nos. 4 & 5 pulverizers are equipped with manual water injection. These pulverizers will 
trip when temperatures exceed the set point of 175°F by 25°F. Operators will manually 
activate the water injection. 

Unit Nos. 1, 2 & 3 pulverizers will trip when temperatures exceed 25°F over set point (1 75°F). 

Pulverizers are emptied during all unit outages or planned trips. The coal remains in 
the silos for Unit nos. 1, 2, and 3 during forced outages. During winter months (when 
the coal is wet) if the coal is not removed from the silos, spontaneous combustion may 
occur resulting in silo fires. The plant has had several small fires as a result of this 

Four Corners Generating Station 
Fruitland, New Mexico 
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practice. When there are unplanned outages, protocols (procedures) have been 
developed and implemented that will only allow coal to remain in the silos a short time 
(not to exceed spontaneous combustion time frame) before it is either processed 
through the pulverizers and into the respective boiler, or removed from the silo 
through “pant-leg” ports at the bottom of the silos. 

Unit No. No. of Silos Capacity of Silos 

(tons per silo) 

1 

2 

3 

4 

5 4 5717 I I 

3 1300 

3 1300 

3 1600 

4 5717 

Sample Tower 

4.2.4. Steam Boilers: 

A & B  1500 

Nameplate data for the water tube boilers is located in the summary table above. Units 1, 2, 
and 3 are negative draft boilers. Units 4 & 5 are positive pressure units. 

All units at Four Corners have completely automated burner management systems. All 
burners for all units have natural gas igniters. The igniters provide 5% of the full load coal 
burner ratings. When running under a reduced load or at shutdown, the igniters are started 
and proven and coal systems are taken out of service one complete pulverizer system at a 
time. Each igniter has its own automatic spark igniter. Each burner has flame supervision 
that is interlocked to shut down the boiler in an unsafe condition. All units have flame 
scanners for each igniter burner and each main burner (unit 1 by spring 99). High and low 
gas pressure interlocks, combustion air interlocks, and loss of power interlocks are installed 
on the gas burners. There is an automatic 5-minute prepurge with a minimum 25% air flow 
with shutoff valves on the gas-fired burners proven in the closed position. 

There are two boiler feed water pumps per unit. Unit 1 & 2 BFWP are rated at 710,000 Iblhr. 
each with an electric motor rated at 2,500 hp. Unit 3 BFWPs are rated at 890,000 lblhr each. 
Unit nos. 4 & 5 BFWP are rated at 2,726,000 lblhr each. Boiler feed pumps are provided with 
a lube oil system. Adequate containment and protection is provided. 

Flue gas fans for Units 4 & 5 are also provided with lube oil systems. The lube oil pumps are 
monitored in the control room. 

The following conditions will cause a master fuel trip: (partial list) 

0 

0 

Loss of all flame 

Loss of both feed water pumps 
High or low furnace pressure 
Loss of induced or forced draft fans 

Boiler control loss of power 

Four Corners Generating Station 7 
Fruitland, New Mexico 



0 Feedwater high conductivity/low flow 

Steam low temp 
Condenser low vacuum 
Boiler high temperature 

Boiler feed pump low suction 

Unit nos. Storage Tank Capacity (gals) 

4.2.5. Steam Turbine Generator S e t s  (T-G) 

Reservoir Capacity (gals) 

Nameplate data for the T-G sets is located in the summary table above. 

1 & 2  

3 

4,155 (inside) 4,155 (outside) 

5,145 (inside) 5,145 (outside) 

17,500 (clean oil) 17,500 (dirty oil) 

The lube oil tanks, seal oil units, and filter system (bowsers for unit Nos. 4 & 5 plus canister 
filters for unit Nos. 1, 2, & 3) for all units are located on ground level. Hydraulic controls and 
lube oil utilizes the same oil and reservoir. It appears concentric piping is used on some of 
the lube oil lines; however the extent of the piping system could not be determined. 

For unit Nos. 1,2,3 the main & dirty lube oil tanks plus the filter system are located inside. 
The lube oil storage tanks are located outside. Adequate containment and drainage is 
provided for all areas. Sprinkler protection is provided for inside lube oil hazards. 

Unit Nos. 4/5 lube oil & seal oil tanks plus bowsers are located inside. Adequate containment 
and drainage is provided for all areas. The lube oil tanks are in a pit. Sprinkler protection is 
provided for inside lube oil hazards. 

Hydrogen for cooling the generators is stored in two locations. There are two 30,000-gallon 
tanks located well north of Unit 1. This supplies Units 1, 2, and 3. A similar supply for Units 4 
and 5 is located south of the shop (Bldg. 59). While this isn’t an ideal location, it doesn’t 
expose the Units. Each generator has a separate alarm panel for monitoring hydrogen purity 
and temperature. Low purity alarms are set at 90%. The hydrogen alarm panels are 
monitored in the respective control rooms. 

The C02  generator purge system for units 4 & 5 are used during startup. The C02 bottles 
must be manually connected. The system is not considered reliable for fire protection. 
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The following turbine generator unit trips and alarms are provided: 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Loss of net 90% power 
Boiler control loss of power 
Reheater Protection 
Exhaust Hood High Temp 
Buss low voltage 
SSO relay 
Turbine excess vibration 
Feedwater High/Low pressures 
Low air flow 
All fires 
Loss of generator sta. Coolant 
Main turbine shaft pump 
Bearing oil low pressure 
Turbine overspeed 
Mt. Thrust bearing wear 

4.2.6. Control RmlComputer RmlCable Spreading RmlBattery RrnlCabling 

The control room for unit Nos. 1-2-3 is located below turbine deck Level 2. The cable 
spreading room is located below the control room (ground level). There is a separate 
Honeywell computer room located near the control room with honeywell & Bailey Infi90 
control systems for the B-T-G sets. Combustible loading in the computer room was 
moderate. Cable penetrations were noted sealed for this control room. 

The control room for units 4 & 5 is located below the turbine deck (level 2). The control 
system for these B-T-G sets is a Bailey Infi90. Cable penetrations were sealed. 

There is a cable spreading room for unit Nos. 1, 2, & 3 plus a cable spreading room for unit 
Nos. 4 & 5. The cable spreading rooms have 3 levels of grouped cables at the ceiling level. 
Penetrations in and out of the room are sealed. Cables in the cable spreading room for units 
I, 2, & 3 are being replaced in an on-going project. Overall cable loading in both areas is 
moderate. With smoke detection and adequate penetration sealing, a fire should be limited 
to the cable spreading room only. Sprinkler protection is not being recommended. 

Type of cables used is unknown. 

Unit Nos. 1/2/3 has two battery rooms (1/2 & 3). The battery rooms are located in 2 hr. rated 
rooms with adequate ventilation and electrical equipment rated for a hazardous environment. 

The SO2 Control Room and cable spreading room below is protected with smoke detection. 
Penetrations are sealed. The cable spreading room has 4 levels of cable trays. 

All control rooms are occupied 24 hours per day. 

All the restrooms and water labs associated with each of the control rooms have been 
provided with floor drains (to prevent water exposure into the control room 
equipment); including the control rooms associated with the SOz operations, and Unit 
nos. 4-5. 

4.2.7. Pollution Control: 

Units 1, 2, and 3 are equipped with wet venturi scrubbers (rubber lined) for control of flyash 
and sulfur dioxide. Flu gases pass through a whirling spray of liquid (water + calcined lime) 
which traps and carries away the particulates and combines with the sulfur dioxide to remove 
it from the gas stream. There are no unusual fire hazards associated with the process. The 
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scrubber, reheat box, and outlet duct have a FRP lining, which is a type of membrane. The 
ID fans are rubber lined and approximately 4-ft. diameter. The stacks are acid brick lined. 

Ammonia is used on boilers 1,2,3,4, and 5 for NO, control. 

Units 4 & 5 are equipped with a fabric filter particulate removal system, i.e. a baghouse. This 
removes nearly 100% of the particulate. Four filter houses each (8 total) are provided for 
Units 4 & 5. The filterhouses are 175 ft. X 70 ft. X 96 ft. high. The bags used in the 
filterhouses are woven fiberglass with acid resistant Teflon coating. The bags are 
manufactured by Burlington Industries and are fire retardant and self-extinguishing. Each 
filterhouse contains 5,000 bags (40,000 bags total). Bags are 32 ft. long and one foot in 
diameter. The bags are rated to operate at temperatures well in excess of the systems 
operating temperatures of 250°F inlet and 200°F outlet temperatures. Inlet and outlet flue 
gas temperatures are closely monitored. The high temperature alarm is set at 350°F. 
Arrangements are considered acceptable. The houses are divided into 48 compartments per 
unit. As a bag fills, a computer isolates that compartment and reverses the flow of air so the 
bags will clean themselves. The ash drops to a hopper and is conveyed to a silo via a 
pneumatic steel pipe conveyor system, which runs below the hoppers. 

The elimination of weldinglgrinding operations and combustible storage from the 
sheds beneath the baghouse for Unit nos. 4 and 5 should be implemented as soon as 
possible. This is considered a moderate exposure to the entire baghouse operation. 
See the RECOMMENDATION section of this report for more details. 

The following safety interlocks are provided in the filter house control system: Boiler fuel trip, 
High inlet temperature, High differential temperature, Low inlet temperature, Reverse air 
system failure, Bypass valve failure, High differential pressure, Low control air pressure, High 
hopper ash level, Loss of power control, and Loss of power alarm. 

A sulfur dioxide removal system has been provided to remove sulfur oxides from the flue 
gases after particulates have been removed in the filter houses. The major components in 
this system consists of 10 vertical steel absorber towers 100 ft. high, lime slackers and lime 
handling equipment, thickening and polymer system, secondary dewatering and sludge 
stabilization system, sludge and ash transport equipment, and mixers, tanks, piping system, 
pumps, silos, ductwork, etc. The stack for Units 4 & 5 is 50-ft. diameter, 300 ft. high, with 
brick lining. 

In the silos, the flyash is mixed with slurry from the unit 4 & 5 sulfur dioxide scrubber system. 
This system consists of ten 100-ft. tall absorber towers that remove the sulfur dioxide (same 
principle as for units 1 through 3). 

4.2.8. TransformerslSwitchyardslDistribution 

Each unit has a set of main and auxiliary transformers, which are located outside adjacent to 
there respective areas. See sketch for location. See above summary table for nameplate 
data. All transformers are installed over reinforced concrete basins. The gravel in the basins 
has been replaced with steel grates for ease of cleaning. There are some small transformers 
with gravel fill basins. Overall the transformer basins were dirty. Adequate diking andlor 
containment of the main (GSU) transformer basins should be provided. Attention is 
directed toward the RECOMMENDATION section of this report for more details. 

Units 1, 2, & 3 main and aux transformers are separated by 20 ft. with a concrete wall (13.5 
ft. high) between the transformers. The Aux transformers are 30 ft. from the building. 

Units 4 & 5 main and aux transformers are separated by 10 ft. Units 4 & 5 main and aux 
transformers are protected with a deluge sprinkler system. See Protection section for 
additional details. The aux transformers are 20 ft. from the building. 
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There are four separate switchyards at this facility. The switchyards are: 69/230 KV, 345 KV, 
500 KV, and PRP/S02. 

Substation The Reactors The Reactors 
Transformers (GE) (ABB) 

A & B (single 0) C (single 0) 

The 500 KV switchyard contains three 280 MVA transformers and one spare. Each 
transformer has 34,690 gallons of oil. These transformers are not provided with any 
exposure protection from each other. A recommendation has been written for a 2-hour fire 
rated barrier. 

Substation 
Transformers 

(GE) 

UVA 

Voltage inlout 

Gallons of Oil 

2-41,667 1-41,667 3-280,000 single 0 

1 -spare 

525,0001303,118 525,000 345,000l525,OOO 

12,814 5,266 34,690 

4.2.9. Warehouse: 

There are two main warehouses at this public utility (SOz & Central). 

S07Warehouse: - 

This is a steel frame butler type building approximately 10,200 sq.ft. Storage is parts for the 
scrubbers, cable, and miscellaneous furniture (worst case class IV). Storage is in two double 
row racks and solid piled. The racks are 7 % ft. overall depth, 6 in. longitudinal flue and 6 in. 
transverse flue every 12 ft., 96 ft. long, 2 & 3 tiers, solid shelves (12 ft. X 3.5 ft.) with storage 
to a maximum height of 12 ft. 

Central Warehouse: 

This is a steel frame butler type building approximately 48,000 sq.ft. Storage is in nine single 
and double row racks. The racks are 7’ 4 “ overall depth, 4 in. longitudinal flue spaces and 6 
in. transverse flue spaces every 9 ft., solid wood shelves (9 ft. X 3 % ft.), 156 ft. long, with 
storage to a maximum 15 ft. high. 

Storage is mostly spare parts (i.e. motors, valves, pumps, etc.) in cardboard boxes and on 
wood pallets. There were several pallets of rubber belts. The spare parts are considered 
class II commodity. 

There was one small rack with plastic items (i.e. plastic lids, cups, buckets, etc.). The rack is 
45 ft. long and is considered Group A plastic commodities. 

A separate caged area is provided for flammables and aerosol storage. The quantity of 
aerosols is relatively small (less than 3 pallet loads) and the area is isolated from the general 
storage. Adjacent to the “fenced” flammable and aerosol storage is an area storing oxidizers. 
The sprinkler protection is considered acceptable. 
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There is a welding shop on the north side of the warehouse. The welding operations 
are only separated from the general storage by fencing and tarps. It is desirable to 
have the welding operations relocated out of the warehouse or a barrier wall provided 
between the warehouse and welding occupancies. There are plans to build a new 
maintenance and welding operation building. At that time this welding operations will 
be relocated to the new building. All warehouse storage should be maintained at least 
20’ from the welding isolation fencing. 

There are separate Maintenance Shops for Unit nos. 1-2-3, 4-5, and the SOz Project. 
Operations may include small part storage, tooling (welding) andlor office operations. 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAMS 

The plant uses a combination predictive and preventive maintenance. On less important 
equipment is breakdown maintenance. The plant utilizes a computerized maintenance 
program “Maximo”. This program stores historical maintenance data and automatically 
generates work requests for routine maintenance items. The program also tracks spare parts 
and inventory. 

The maintenance planning was setup per a combination of manufactures recommendations, 
codes, and plant experience. The majority of the program was setup per plant experience. 
Maximo has been in place since 1996. 

The maintenance schedule for units Nos. 1, 2, & 3 B-T-G set is as follows: Each unit is on 
continuous evaluation. Typical schedule includes a 30-day “minor” every 3 years on a 
different section. See appendix for recent list of past overhaul schedule. 

Unit Nos. 4 & 5 are set up differently. These units have a scheduled “minor” for 18 days 
every 3 years and a 59-day “major” every 9 years. 

5.2. INSPECTION 

Thermonraphy 

Substation Maintenance & Construction Group out of the Dear Valley Office oversees 
the facility’s thermography program (last test 7/03). Most of recent tests should be 
maintained at the facility. The engineering department at this facility owns and utilizes 
an IR camera annually. Deficiencies are noted and “PM’s submitted for corrective 
actions. A “follow-up” program is being developed for these “PM” submissions. See 
the maintenance list for minor deficiencies (details) associated with this “follow-up 
program. 

Oil Analysis 

Oil analysis (Screen & Gas) is conducted on all of the transformers semi-annually. 

Vibration Monitorinq 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relays 

The protective relays should be re-calibrated every 3 years. 
protective relays are maintained on this schedule. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Relief Valve Testinq 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Cathodic Protection 
The storage tank cathodic protection and grounding systems are checked on a monthly 
scheduled basis. 

Cathodic protection on the underground gas piping & tanks is also checked on scheduled 
basis. 

Most of the facility’s main 
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Fire Protection Equipment 

A detailed program exists, including; Fire Extinguishers (monthly visual, annual service), Fire 
Hydrants (semi-annually), Hose Houses (monthly), Control Valves (monthly), Standpipe Hose 
Houses (monthly), Sprinkler Systems (monthly), Fire Pumps (weekly startup, annual full flow), 
Fire Alarms (semi-annual). Fire loop and PRV testing is conducted every 2 years. 

2003 

2004 

5.3. SAFETY MANAGEMENT 

This plant has a good safety management program. All programs are fully documented. The 
safety department monitors; training, contractors, incidents, violations, etc. 

A written emergency manual covering emergency procedures, evacuation, and mitigation 
plan is in place. 

The facility has a “No Smoking” policy in critical areas. “No Smoking” signs are 
properly posted. 

There is a documented cable penetration program, which identifies unsealed cable 
penetrations and insures they are properly sealed. 

There is a documented Hot Work Program; however improvements are needed in following 
procedures. 

Lock-out-Tag-out procedures are used for all equipment. 

There is a good documented fire protection impairment program in place; however the 
prompt notification of impaired fire equipment andlor systems to the appropriate 
emergency staff should be implemented. See the RECOMMENDATION section of this 
report for more details. 

5.4. MISCELLANEOUS 

5 11/4 - 11/17 

4 1/3 - 4/1 

PCB’s 

According to plant officials, there are no PCB transformers on the generating site. 

Asbestos 

There is asbestos at the plant. The majority of the asbestos is reported in the boiler ducts 
and some process piping. 

2004 

2005 

2006 

2 312 - 5/12 

1 2/12 - 3/30 

5 4/11 -4128 

2006 4 .  11/5- 11/14 
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6 .  PROTECTION 

6.1. FIRE WATER SYSTEM 

There is a dedicated fire water system at this facility. There are three automatic starting 
vertical turbine pumps (two diesel, one electric) taking suction from the cooling water 
discharge canal of Units 4/5 (considered a limitless supply for practical purposes). All pumps 
are UL-listed and rated at 2000 gpm at 125 psi and 1760 rpm (diesels) and 1775 rpm 
(electric). The diesel tanks are diked and grounded. 

There is a continuous running service watedjockey pump rated at 1000 gpm and 125 psi at 
1775 rpm, which takes suction from the canal adjacent building No. 18. There is a minimal 
amount of service water usage taken from the fire water system. 

The fire pumps feed a well gridded loop underground system consisting of 6 in., 8 in., and 10 
in. pipes. 

All fire pumps were tested during the course of this survey. Test results indicate that 
the pumps operated at an acceptable level. 
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6.2. AUTOMATIC PROTECTION 

I I I I 

Automatic swinkler Protection is Drovided as follows: 

0 -  

Area Design Design Design Head Head 
of System Density Area Demand Pressure Type Size 

Application Type gpm/sq.ft. (sq-ft.) (gpm) (Psi) ("v (in.) 

System No. 1 Deluge 0.25 Entire 310 114 Open Unk 
Coal Conveyor 9 

System No. 2 Deluge 0.25 Entire 447 115 Open Unk 
Coal Conveyor 5193 

SystemNo 3A Deluge 0.25 Entire 1299 109 Open Unk 
Coal Conveyor 11 

System No. 36 Deluge 0.25 Entire 1299 109 Open Unk 
Coal Conveyor 12 

System No 4 Deluge 0.25 Remote 331 108 Open Unk 
Silo Conveyor A21 A22 A23 150 ft. 

System No. 5 Deluge 0.25 Remote 335 121 Open Unk 
Conveyor A31 A32 A41 A42 150 ft. 

System No. 6A Dry 0.30 Remote 171 47 165 Unk 
head 10 ft. 

System No. 6B Dry 0.30 Remote 171 47 165 Unk 
head 10 ft. 

System No. 6C Dry 0 30 Remote 171 47 165 Unk 
I head 10 ft. I 

Unit 1 cable trays 

Unit 2 cable trays 

I I I I I I Unit 3 cable trays I 

System No. 10A 
Conveyor 2A 

System No. 106 
Conveyor 2B 

System No 11A 
Conveyor 3A 

System No. 11 B 
Conveyor 38 

System No. 12 
Tripper Deck conveyors 

4NB 

i I I I I I I I 
I I 

Deluge 0.25 Entire 703 115 Open Unk 

Deluge 0.25 Entire 703 115 Open Unk 

Deluge 0.25 Entire 1113 101 Open Unk 

Deluge 0.25 Entire 1113 101 Open Unk 

Wet 0.25 3,000 1016 99 Unk Unk 

I 73 I 165 I Unk I System No. 7 0.30 1 4,000 1 1364 1 
Unit 1 Turbine Area 

I I I 1 ! I I I I 
System No. 8 1 Wet 1 0.30 1 4,000 1 1364 1 73 1 165 1 Unk 1 

Unit 2 Turbine Area 
1 I I I I 

System No. 9 1 Wet 1 0.30 1 4,000 1 1364 1 73 1 165 1 Unk 1 
Unit 3 Turbine Area 

I I I I I 
I I I I I 
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0 
4.000 1373 1 66 1 165 1 Unk System No. 13 Wet 0.30 

Unit 4 turbine area 

System No. 14 Wet 0.30 
Unit 5 turbine area 

System No. 15 Deluge 0.30 
Main XFMR 4A 

System No. 16 Deluge 0.30 
Main XFMR 48 

4,000 1556 1 70 I 165 I Unk 

Entire 790 I 56 I Open I Unk 

790 56 Open Unk Entire 

System No. 17 
Main XFMR 4C 

Deluge 0.30 Entire 790 56 Open Unk 

Deluge 0.30 Entire 765 56 Open Unk System No. 18 
Aux XFMR unit 4 

I I 

Entire 765 1 52 1 Open I Unk Deluge 0.30 System No. 19 
Main XFMR 5A 

0.30 Entire 765 I 52 1 Open I Unk System No. 20 Deluge 
Main XFMR 5B 

0.30 Entire 489 1 52 1 Open 1 Unk System No. 21 Deluge 
Main XFMR 5C 

~ 

System No. 22 Deluge 0.30 
Aux XFMR unit 5 

System No. 23 Deluge 0.30 
Res Aux XFMR A 

System No. 24 Deluge 0.30 
Res Aux XFMR B 

System No. 25 Deluge 0.30 
Res Aux XFMR C 

Entire 377 1 66 I Open 1 Unk 

377 1 61 1 Open- 1 Unk Entire 

Entire 377 61 Open Unk 

377 61 Open Unk Entire 

System No. 26 
Station XFMR 

Deluge 0.30 Entire 463 56 Open Unk 
I 

I 

1 
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System No. 27 
Sample Tower 

Deluge 0.25 Entire 570 1 114 1 Open 1 Unk 

Wet 0.35 1,800 606 1 50 1 165 1 Unk System No. 28 
Fire Pump House 

21 69 103 Unk Unk 

81 8 139 Unk Unk 

Central Warehouse Wet 0.33 

SOz Warehouse Wet 0.30 

4,000 

2,000 



6.3. 

6.4. 

6.5. 

6.6. 

6.7. 

Fire protection is provided for all coal handling conveyors, throughout the lower levels of both 
the Turbine Buildings, for the auxiliary and main transformers of Units 4 & 5, for the Central 
Stores Warehouse and for the SO2 Warehouse. Protection is adequate where provided. 

The sample tower is provided with three levels of sprinkler protection. The top-level sprinkler 
system protects the lower two levels. 

There is a separate manual deluge system over the unit Nos. 4 8 5 lube oil tanks. 

Note: A hydraulic analysis was performed on the SO2 Warehouse since no information was 
available. The system is able to provide a density of 0.30 gpm/sq.ft. over 2000 sq.ft. 
Required density per FM standards is 0.33 gpm/sq.ft. over 2000 sq.ft. The density meets 
90% and is adequate protection. See file for hydraulic analysis. 

FOAM 

There are no fixed foam systems at the facility. However, 20 gallons (four 5-gallon 
pails) of AFFF is provided in the plant's "response vehicle". An additional 500 gallons 
of foam is available from mutual aid members. However, due to the moderate 
response time, mutual aid foam supply arrangement may not be sufficient. A 
recommendation to provide additional on-site foam supplies has been submitted. 
Attention is directed toward the RECOMMENDATION section of this report for more 
details. 

FIRST AID PROTECTION 

There is an adequate amount of private fire hydrants & hose stations. An ample amount of 
fire extinguishers are provided. 

Structural fire brigade equipment includes; approx. 9000 ft. of 2 X in. hose, 20,000 ft. of 1 X 
in. hose, 20 gallons foam, 1 monitor nozzle, foam apparatus for hoses, and a haz mat truck. 

SPECIAL PROTECTION SYSTEMS 

A. Inert Gas Systems 

C02 is provided for the generator housing on units 4 & 5 during start-up operations. 

B. Snuffing Steam 

Snuffing steam is provided for each pulverizer on units 4 & 5. 

PUBLIC FIRE DEPARTMENT 

The nearest public fire department is San Juan County District No. 1 (3 stations). This is a 
volunteer department with approximately 30 people. There is one ladder truck, three class A 
pumper trucks, Haz Mat trailer, and brush units. The fire department carries LDH and Foam. 
Dispatch is consolidated countywide. The response time is 30 minutes. Additional foam can 
be obtained from the oil refinery in Bloomfield (500 gallons in 30 minutes). 

The nearest full time department is Farmington, which is at least a 30-minute response. 

MUTUAL AID 

There is a county wide mutual aid agreement with the city and county fire departments. 
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6.8. 

6.9. 

EMERGENCY ORGANIZATION 

The plant has a trained fire squad of 57* people. There are 5 crews on a rotating shift. Each 
crew has 10 people (5 on Units 1-3 and 5 on Units 4 & 5). Incident command is set up per 
National Fire Command. The fire squad has advanced structural fire fighting and Haz Mat 
training. 

*Nine of the 57 fire brigade members are on physical restriction as a result of failing the 
physical fitness part of the brigade requirement. 

SECURITY AND ALARMS 

Fire Alarms 

Smoke detection is provided in the following areas 

a. Relay area beneath the Units 1/2/3 control room 
b. Unit 1,2,3 Honeywell Computer Room (smokes above & below raised floor) 
c. Relay area beneath the Units 4/5 control room 
d. SOz scrubber control building 
e. SOz scrubber warehouse 
f. Environmental building. 
g. SO-2 Instrument Shop 
h. Lunch Room 
i. Maintenance & Repair Shop 
j. Elevator Equipment Room 
k. HAVC Relay 
I. Battery Room 
m. Electrical Repair shop 
n. Chemical Lab 
0. Glass & Chemical Storage 
p. Elevator Lobby 2”d Floor 

Heat Detectors are provided over the unit No. 4 lube oil hazards & in the sample tower 

The new Allen-Bradley Programmable Logic controller (PLC) system was installed to monitor 
field devices such as smoke detectors, valve position indicators, water flow alarms, air 
pressures, and fire pump. The new PLC replaced the existing IPAC brand multiplexers and 
controller. 

Watchman and Security 

A full perimeter fence provides site security. Additionally, there is a minimum of two security 
guards on duty 24 hours a day. It is understood that at least one recorded round is made on 
every 8-hour shift. A security guard mans the main gate Monday to Friday 24 hours a day. 
The scale house gate is always manned. CCTV is used to monitor alternate gates and 
various yard areas from the scale house. 

Specified areas have card key entry and contacts on alarm doors, which are monitored by the 
guard personnel. 
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7. LOSS I RISK INFORMATION 

LOCATION 
Arizona Public Service 

Company 
CHOLLA - 1 - ALL 
PROP E RTY P.O. Box 188 City Az 86032 

CHOLLA - 2 - ALL 
PROP E RTY P.O. Box 188 City Az 86032 

CHOLLA - 3 - ALL 
PROP E RTY P.O. Box 188 City Az 86032 

CHOLLA - 4 - PACIFICOR P.O. Box 188 City Az 86032 

CHOLLA - 4 - COMMON 
AREA P.O. Box 188 City Az 86032 

Joseph 

Joseph 

Joseph 

Joseph 

Joseph 

‘ 0  

2004 Values US$ 

127,145,033 

273,574,988 

273,574,988 

305,920,766 

78,529,258 

7.1. SITE VALUES 

CHOLLA - 1,2,3,4 - ALL 
PROPERTY TOTAL 

Breakdowns of site v a e s  (Bldg., Tanks, M&E) are not provided. Property values were 
broken down per Unit. 

The 100% values are: Building/Machinery/Equipment 

1,058,745,033 

ALL PROPERTY 

PROP E RTY 

PROP E RTY 

PROPERTY 

FOUR CORNERS - 1 -ALL 

FOUR CORNERS - 2 -ALL 

FOUR CORNERS - 3 -ALL 

FOUR CORNERS - 1,2, 
3 -ALL PROPERTY TOTAL 

P.O. Box 355 Fruitland NM 8741 6 137,358,584 

P.O. Box 355 Fruitland NM 8741 6 138,932,690 

P.O. Box 355 Fruitland NM 8741 6 166,048,491 

442,339,765 

FOUR CORNERS - 1.2.3 - I I I I I I 

FOUR CORNERS - 4 , s  
& COMMON - ALL 1,440,263,117 
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PROPERTY TOTAL 

Unit nos. 1-2-3 & Support $442,339,765 
Unit nos. 4- 5 plus Other Property $1,440,263,117 
Total Site Values $1,882,602,882 

BI is not insured. 

Extra Expense- $1 0,000,000 
$1 0,000,000 

7.2. LOSS ESTIMATES 

Based on Estimated Values from Starr Tech Guidelines) 

FIRE AND EXPLOSION: 

The Amount Subiect 
The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

Amount Su bject/EM L: PD - $500,000,000 or 26% 
BVEE - $10,000,000 or 100% 
Total - $51 0,000,000 

The Amount Subject considers a fire on the turbine-generator bearings for Unit no. 4. With no 
manual emergency response to this fire, and no fixed protection operating, we could expect 
to loose the Turbine/Boiler/Control Room Structures for Unit nos. 4 and 5. Some auxiliary 
equipment & structures, transformers, baghouse, SO2, Administration Building, Warehouse, 
Maintenance Buildings, and Unit nos. 1, 2, & 3 are adequately detached and would not be 
involved in this fire scenario. This loss would consume approximately 100% of the main 
generating equipment (including boilers) and structures of the two units ( 4 & 5 ) 
(approximately $500,000,000); this is approximately 26% of the site value. (Based on values 
supplied by the insured.) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 

Probable Maximum Loss: PD - $75,000,000 or 4% 
BVEE - $10,000,000 or 0 0x3 
Total - $85,000,000 

The PML considers a fire involving the turbine-generator lube oil and hydrogen system and 
oil reservoir (located on the level beneath the turbine deck) associated with Unit no. 4. The 
fire will involve a release and ignition of the lube oil and hydrogen. The definition of a PML 
event considers that the primary means of protection out of service, and the emergency 
shutdown procedures are impaired or inoperative. [There is no sprinkler protection provided 
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over the turbine bearings, however, sprinkler protection is provided over the lube oil and 
hydrogen-seal 'oil equipment.] This means that the primary protection over the lube oil and 
hydrogen-seal oil equipment is impaired and out of service. The fire is expected to cause 
major damage to Unit no. 4's turbine-generator set, and its support equipment & systems; 
with a well trained, equipped and responding structural fire fighting brigade, and good water 
supply, the loss would be limited to Unit no. 4 entire turbine-generator set, and its support 
equipment & systems. A 755 MW steam turbine-generator (Based on the Starr Tech 
"Reference Guide - dated 2/2001") would cost approximately $74,000,000 to replace, 
plus $100,000,000 in support equipment damage. This loss value is 4% of the reported 
site value. 

$74,000,000 (cost of 755 MW unit) + $1,000,000 (support equipment damaged) = 
$75,000,000 (total PML-PD loss estimate) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $22,500,000 or 1% 
BVEE - $5,000,000 or 0% 
Total - $27,500,000 

The NLE considers a fire involving the turbine-generator lube oil and hydrogen system and 
oil reservoir (located on the level beneath the turbine deck) associated with Unit no. 4. The 
fire will involve a release and ignition of the lube oil and hydrogen. The definition of an NLE 
event considers that the relevant fire protection and emergency shutdown procedures 
functioning and operating as expected; [There is no sprinkler protection provided over the 
turbine bearings, however, sprinkler protection is provided over the lube oil and hydrogen- 
seal oil equipment.] With a well trained, equipped and responding structural fire fighting 
brigade, adequate sprinkler protection for the lube oil and hydrogen systems, and good water 
supply, the loss would be limited to 30% of Unit no. 4's turbine-generator set, and its support 
equipment & systems. 

A 755 MW steam turbine-generator (Based on the Starr Tech "Reference Guide - dated 
2/2001") would cost approximately $75,000,000 to replace. 

$75,000,000 (cost of 755 MW unit) x .30 (loss scenario damage to unit) = $22,500,000 
(total NLE-PD loss estimate) 

The down time is expected to last 6 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. Only $5,000,000 of the 
$1 0,000,000 is extra expense would be utilized. 

e 
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8. RECOMMENDATIONS 

8.1. COMPLETED RECOMMENDATIONS 

1997.05 Transformer Exposure Protection 

2004.02 Restore Impaired Fire Protection 

2004.03 Transformer Oil Testing 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr 
Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below 

PRlO Rl TY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property and/or business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Star Technical Risks Agency, Inc. suggests that 
these items be given top priority in risk improvement planning and budgeting. 

IMPORTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADVl S 0 RY 

Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be 

0 

8.2. NEW RECOMMENDATIONS 

IMPORTANT RECOMMENDATION 

2005.01 Foam Trailer and Equipment 

In order to reduce the extinguishing time and magnitude of fires involving lube oil systems (especially 
three dimensional and spray fires) and/or pool fires associated with oil filled transformers, the 
following equipment should be provided for the plant’s fire brigade manual fire fighting efforts: 

a. A foam trailer should be provided at the facility. The trailer should be stocked with a supply of 
fire fighting foam [Aqueous Film Forming Foam (AFFF), “Foam-Aid”, etc.]. The amount of 
foam should be based on a foam application rate of 0.16 gpm/sq.ft. for a minimum 30 minute 
time period associated with the oil capacity of the largest lube oil system and/or transformer 
at the plant. 

“Hand line” proportioning equipment should be provided. This equipment should include at 
least one nozzle proportioner (an aspirating foam nozzle, with a flexible pick-up tube) and 
one “in-line” hose eduction proportioner (the eductor and the associated foam nozzle must 
operate within the same usable flow limits). 

Based on the available water supply (flow in gpm and pressure) at any given area of the 
facility, the appropriate length of hose for aforementioned foam application rate should be 
placed on the “foam trailer”. 

b. 

C. 0 
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d. All foam application protocols and equipment associated with this protection should be based 
on N.F.P.A. standard no. 11, “Standard for Low-, Medium-, and High-Expansion Foam 2005 
Edition”. 

ADVISORY RECOMMENDATION 

2005.02 Improve Impairment Notification Procedures 

Automatic fire detection and protection systems are designed and installed to increase property 
conservation. When these systems are impaired or out-or-service for any reason (including 
maintenance) it represents an increased exposure and a reduction in plant protection. To reduce the 
exposure, length and magnitude of impaired fire protection systems, the present management system 
designed to evaluate, “oversee”, and restore impairments should be reviewed with and adhere to by 
the appropriate “operations”, maintenance, and control room personnel. 

Written impairment notification procedures should indicate that ALL impairment(s) to any fixed fire 
detection and/or protection system@) in the plant should be reported immediately to the Emergency 
Service Coordinator (This notification can be in the form of an email, fax, impairment tags, etc). [Prior 
to this survey, local management was conducting an evaluation and engineering review to determine 
the scope of replacing the impaired “data acquisition system” (proprietary alarm system). Also during 
the course of this survey, it was indicated through the “impairment tagging system” that 1-2-3 control 
room operators were aware of several fixed fire protection system impairments, but the Emergency 
Service Coordinator or other fire brigade personnel was not notified.] 

8.3. ATTENTION TO PRIOR RECOMMENDATIONS 

IMPORTANT RECOMMENDATIONS 

2000.01 Outdoor Transformer Exposure 

There is a considerable amount of oil (10,000 to 35,000 gallons) in each of the main or station 
auxiliary transformers. Major oil spills as a result of transformer shell failures involving the facility’s 
main and station auxiliary transformers, could result in ensuing fires. Sediment, “fines”, and 
inadequate grading around and in the units‘ curbed areas or pits could prevent the proper 
containment of these major oil spills. The combination of inadequate containment of a transformer 
major oil spill, and possible ensuing fires, could become a “challenge” to any existing transformers’ 
fixed water spray protection or manual fire fighting efforts, and/or severe exposures to adjacent 
transformers or major buildings. In order to minimize ground fires, accommodate the possible 
accumulation and removal of sediment or fines in the containment areas, and aid in manual fire 
fighting efforts, the following should be provided: 

0 

a. Provide and size each drainage curbed area or pit, and/or any associated drainage facilities 
to accommodate the oil capacity of the largest transformer, maximum expected number of 
fire hose lines (500 gpm minimum) for 10 minutes, and the maximum design discharge (in 
GPM) of any existing fixed water spray system (spray system demand criteria may vary with 
unit). 

b. A layer of uniformly graded stone should be provided in the curbed area or pit as a means of 
minimizing ground fires. This stone layer should be arranged to “rest“ on an elevated metal 
grate, located approximately 1’ below the curbed area or pit rim. Sizing of the pit should allow 
for the volume of the stone, as well as the perimeters noted in section “a”. 

In lieu of the above: 

Four Corners Generating Station 
Fruitland, New Mexico 

24 



C. The existing containment assemblies’ (curbed areas or pits) for all main and station auxiliary 
transformers should be cleaned. This housekeeping procedure should involve the removal of 
the present stone basins from the curbed areas or pits, removal of all sediment and/or fines 
and replacing the stone basins. The amount of stone placed back into the containment 
assemblies should be enough to ensure that, if the entire oil content of an associated 
transformer is spilled, the level of spilled oil will be below the grade level of the stone basins. 
This arrangement will minimize the magnitude of any ground fires. 

0 

d. This transformer stone “cleansing” procedure should be included in the facility’s preventive 
maintenance program. The frequency of this procedure should be based on and 
implemented, when the accumulation of sediment and/or fines in the stone basins prevents 
the level of spilled oil from being maintained below the grade level of the stone basins. (This 
procedure should be planned and completed every 18 to 36 months based on the noted 
sediment accumulations.) 

NOTE: All plans for this protection should be in accordance with N.F.P.A. standard no. 850-3-6, 
“Recommended Practice for Fire Protection for Electric Generatinq Plants and Hiqh Voltaqe Direct 
Current Converter Stations“, and submitted to the Los Angeles Offices of Starr Technical Risks 
Agency, Inc., for review and comment prior to installation. 

2002.02 

Unit nos. 4 and 5 has lube oil reservoirs with respective capacities of 9,250 gallon each. These 
reservoirs are located in the Turbine Buildings at ground level and partially beneath the respective 
turbine/generator decks. There is no protection for either tank. If a fire occurred on either tank, it 
could expose the turbine/generator units to severe property damage. 

Water Spray for Lube Oil Storage Reservoirs (Unit nos. 4 & 5) 

Due to the combustible occupancy and exposure hazard created by the operation and location of the 
lube oil reservoirs associated with Unit nos. 4 and 5, automatic water spray protection should be 
provided for each of the respective tanks. This protection should be designed to deliver a density of 
0.30 gpm/sq.ft. over the entire area. In addition, a detection system should be provided and 
arranged over the reservoirs to actuate the recommended water spray systems. All alarms 
associated with the detection system, and the operation of the water spray systems should be 
arranged to sound at a constantly attended location (respective Control Rooms.) 

In lieu of the above: 

The recommended automatic water spray system may be actuated manually by the on site fire 
brigade. Even if the water spray system is arranged for manual actuation, the detection system 
should still be installed as recommended. This would ensure prompt notification of abnormal 
conditions. All plans for this protection should be submitted to Starr Technical Risks Agency, Inc. 
for review and comment prior to installation. (Manual activated systems installed; with two types of 
detection systems; Additional operator training needed on detection and activation of the systems; 
and the manual controls valves should be relocated on the outside wall of the control room or the 
respective Turbine-Generator Building) 
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2002.04 

There is a large baghouse associated with Unit nos. 4 and 5. This baghouse consist of four filter 
houses for each unit (size of each filter house; 175’ x 70’ x 96’), with a total of 40,000 filter bags. 
There is a cooking stove in one of several crew sheds located on the ground level of this large 
baghouse. A fire involving this stove, in an unprotected crew shed and baghouse could result in 
severe property damage to the baghouse. 

To eliminate a possible ignition source, and reduce the exposure hazards, the following should be 

Remove Combustible Occupancies from Beneath Baghouse 

0 done: 
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a. 
b. All combustible storage sheds, and combustible storage should be removed from 

C. 

All welding operations should be removed from beneath the baghouse structure. 

beneath the baghouse structure. 
The electric shop should be removed from beneath the baghouse structure. 0 

ADVISORY RECOMMENDATIONS 

2004.01 Detection for Batter Rooms and MCC Buildings (Revised July 2005) 

Due to the combustible occupancy of the following battery rooms, potential for the production of 
flammable gas (hydrogen), and to ensure the prompt and proper response to abnormal conditions, 
smoke and/or heat detection systems should be provided for the battery rooms. These recommended 
detection systems should be monitored at a constantly attended location (control room). 

a. 
b. 
C. 

The UPS 125-Volt Battery Rooms associated with Unit nos. 1-2, and 3. 
The 1-2 Battery Building located west of Unit nos. 1 and 2. 
The MCC Buildings associated with Unit nos. 1, 2, and 3. 

1999.02 Cable Tray Housekeeping (Revised 05/2001) 

An excessive amount of coal dust in cable trays throughout the facility could prevent radiant heat from 
being released by the cables in those trays. This build up of heat could result in erroneous monitoring 
signals and probable fires. In 1999 this facility had three fires in cable trays. (With property loss 
values of $75,000, $7,000, and $ 0 respectively:) 

To reduce the probability of fires in the cable trays, a scheduled cleaning of the plant's cable trays 
should be conducted. Attention should be immediately directed toward the cable trays between the 
control rooms and the boiler fronts, east of Unit no. 4. After cleaning, the top covers should be placed 
back on sections of the cable trays from which they were removed. (Project 70% completed; to be 
completed by 2006) 

0 
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BOILER Machinery LOSS PREVENTION Report 
Pinnacle West Capitol Corporation, 
Arizona Public Service Company 

Four Corners Power Plant 
P.O. Box 355; County Road #6675 

Fruitland, New Mexico 8741 6 
Policy 41 01 135 

Date of Survey: September 12-14, 2005 Engineer: Kenneth Steele 
I Personnel Contacted: 

*Mr. Peter Lenzi, Units 1,2 & 3 Projects&Overhaul Planning 

*Mr. Joe Rogers, Units 4 & 5 Projects& Overhaul Planning 
*Mr. Everett J. Thomburg, Operations Tech. Support Manager. 
*Mr. Jack Silado, Manager Units 1-5 Routine Planning 
*Mr. David Westbrook, Units 1,2 &3 Operations Manager 
*Mr. Ali Rahimi, Units 1,2&3 TurblGenerator 
(* Indicates those whom also affended Exit Meefing.) 

I *Mr. Jerry Vandever, QAIQC Engineer Ill 
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The plant has a full staff of Engineers, a good QA Program and a good Operations and Maintenance 
force. There are numerous engineering, maintenance and operations programs in place that utilize 
the latest technology. All maintenance actions and operational tests are well documented. 

Although the state of New Mexico is not an ASME Code State, APS Four Corners has taken the 
position to install an “ R  Stamp Program at this facility. Their program will be patterned after APS 
Arizona plants with the appropriate modifications for the Four Corners Plant. APS Arizona’s program 
was re-certified in September 2004 and Four Corners program was to be established and in affect 
September 1, 2004. However, there were delays and it became affective September 1, 2005. Mr. 
Jerry Vandever, QNQC, Four Corners, is the administrator of the program. There are approximately 
80 welders at this facility that are certified. Records are maintained and all personnel are assigned a 
number and stamp to be used when welding in the boiler for trace ability. Recently 24 personnel had 
allowed time to expire prior to fulfilling the requirements by ASME, and were retested. This program 
will be a welcomed addition to the plant and help in the reliability of the units. 

During this year (2005) there was only one overhaul scheduled and one unit would be down for a 
minor outage. Unit #1 was out of service for an overhaul and the installation of a new fieldhotor. Unit 
#5 was out for a minor outage. This will be further addressed in later sections of this report. 

Mr. Leo Ishmael is responsible for the transformer maintenance group at the plant. They have leased 
a Doble Test Set and have the trained personnel to conduct the tests. This group has set up 
maintenance schedules and drawn oil samples on all of the Generator Step-up (GSU) and Unit 
Auxiliary Transformers (UAT). These 
Were sent to their APS Lab for analysis. Reports were viewed and found satisfactory. Unit #IGSU 
was replaced during the spring of 2005 because of gassing and age. Unit #3 GSU has indicating 
some gassing. Unit #5 South is also gassing slightly. The Unit #5 North was replaced in the spring of 
2005. The Unit #I and #5 GSU replacements were Doble tested prior to going in service to establish 
a benchmark. 
This is the first of the Unit #4&#5 GSU Transformers to be replaced. The next slated to be replaced is 
the Unit #4 Center transformer (Units #4 & #5 each have three single-phase transformers). 

During this visit to the plant there was a discussion about overspeed requirements. The plant 
personnel attending the entrance meeting were given a copy of “STARR TECH STANDARDS 
REGARDING 
OVERSPEED TESTING OF GAS AND STEAM TURBINES. A copy is also included at the end of 
this report. 

I would like to thank the Plant Management, Staff and all plant personnel for the utmost cooperation 
and courtesy I received during these visits to the plant. 

Management Programs: 
A brief meeting was held with plant management to discuss past recommendations at the entrance 
meeting on September 13, 2005. New recommendations made during this visit were discussed with 
plant personnel at the exit meeting on September 14, 2005. 

Starr Tech engineering best practice items addressed and discussed during the meeting and with 
various plant personnel were as follows: 

Water induction protection for seam turbines. 
Status of High Energy Piping inspection program. 
Hanger surveillance program. 
Generator Liquid Level Indicator Testing. 
“ R  Stamp Program. 
Electronic Overspeed Requirements for the Main and Aux Turbines. 



Description of Plant: 
Owner: Units 1,2, & 3: APS (loo%), Units 4 & 5: APS (15%), El Paso Electric Co. (7%), Public 
Service Co. of New Mexico (13%), Salt River Project (IO%), Southern California Edison (48%), and 
Tucson Electric Power Co. (7%). 

Operator: Arizona Public Service Company 

The Four Corners Power Plant is located approximately 21 miles West of Farmington, NM. It is 
presently in operation, with all units base loaded. Access to the plant is by paved, all weather roads. It 
has good access to a major highway and rail service. 

The total rated capacity of the plant is approximately 2,200 (Gross) MW. The boilers at this station are 
of the outside design, with 2 separate control rooms. All turbinelgenerator sets are covered for 
protection from the elements. Electric power is produced in five coal-fired boiler turbine generator 
(BTG) units. The combined net generating capacity is 2040 megawatts (MW). This coal-fired power 
plant is the first mine-mouth generating station built to take advantage of the large deposits of sub- 
bituminous coal in the Four Corners region. 

Construction of Units 1 & 2 began in 1961 with commercial operation commencing in 1963. Unit 3 
began commercial operation in 1964, while Units 4 & 5 began commercial operation in 1969 and 1970 
respectively. Four Corners is one of the largest coal-fired generating stations in the US.  

Units 1 & 2 are identical Subcritical, Riley Stoker units. Each is fueled with pulverized sub-bituminous 
coal, front wall fired, natural circulation boiler. They have superheat and reheat capability. There are 
eighteen (Three rows, six in each row) coal burners. The furnace draft is negative. Each unit 
consumes 120 tons of coal per hour at the design-steaming rate of 1,270,000-lbs/ hour. Steam from 
these boilers is used to drive the following TurbinelGenerator Sets: 

Units 1 & 2, General Electric 19 Stage Tandem Compound, 175 MW, 3600-RPM Unit. Constructed in 
1963. During the Spring 2005 scheduled outage, the generator rotor was replaced with a new rotor. 
The new rotor has the new design coils with the modern diagonal flow design; it is also bore less on 
the turbine end 

Unit 3 is a Subcritical, Foster Wheeler, fueled with pulverized sub-bituminous coal, front wall fired, 
natural circulation boiler. It has superheat and reheat capability. There are eighteen (Four rows of 
four and one of two) coal burners. The furnace draft is negative. The unit consumes 160 tons of coal 
per hour at the design-steaming rate of 1,613,000-lbsl hour. Steam from this boiler is used to drive 
the following TurbineIGenerator Set: 

Unit 3, General Electric 19 Stage Tandem Compound, 225 MW, 3600-RPM Unit. Year 1964 

Units 4 & 5 are B&W, Supercritical, UP-47, Once through boilers (Super Critical), Pulverized, 
bituminous coal fueled, positive draft furnace with 48 Low Nox burners. Both units have superheat 
and reheat capabilities. Unit five has a new Bailey Net-90 control system. Unit four is scheduled for 
completion of the new controls in 2004. Fuel consumption is about 450 tonslhour and the steaming 
capacity is 5,466,000 Ibs/hour. Steam from these boilers drive the following TurbinelGenerator Sets: 
Unit 4, General Electric 21 Stage Cross Compound, 755 MW, 3600 RPM, HPIIP. Year 1969 

Unit 5, General Electric 21 Stage Cross Compound, 755 MW, 3600 RPM, HP/IP. Year 1970 
1800 RPM, LP. 

1800 RPM, LP. 

Black start capability is not provided. However, power can be back-fed from auxiliary transformers 
that are connected to the high voltage switchyard located next to the plant. Power generated with 
these units is stepped up through individual transformers. The voltage in the switchyard is on three 
systems. The lower voltage system is 230 kV, the mid range is 345 kV and the higher is 525 kV. The 



transformers in the yard vary in size from 4,500 to 300,000 kVA. Power from the switchyard is sent to 
the regional grid in the Western US.  

PAST BOILER OUTAGES 
(The following is a brief summary of a portion of the work accomplished during 2005). 
Unit One: (Last outage 211 81-313012005) 
The unit was removed from service on February 18, 2005 for a scheduled outage. There were 
numerous tasks that were accomplished during this outage. The following are a few of the tasks that 
were completed: 

The Superheater and the Superheater Inlet headers were replaced. 
Ten panels, thirty-seven feet in length were replaced in the East Water Wall. There were also 
several tubes in the North and South Platinum Water Walls that were replaced due to sootblower 
erosion. 

There were a large number of Screen tubes that required pad welding. The Primary Superheat top 
and bottom banks had a considerable number of tubes that require tube erosion shields to protect the 
tubes from additional erosion. This was also the case of the Pass Economizer section. 

The Radiant Superheat section was okay and did not require any shielding or pad welding. 

The weld on the steam drum, head to shell had evidence of erosion starting on both ends. Minor weld 
repair was used to restore these areas. 

The Superheat and Reheat attemperators sprays were examined with a bore scope and no unusual 
conditions were observed 

During this outage the Northwest and Northeast Drum safety valves were also replaced 

During this outage the boiler was also chemical cleaned with EDTA. 

It is a normal routine for this plant to select areas of the critical piping for Non-destructive Examination. 
During this outage several areas of Unit #I Main steam and Hot Reheat lines were examined and 
replication samples were removed for analysis. There were no indications found. 

Unit Two (Last Outage Spring 2004) 
(Information was included in the BO72904 report ). 

Unit Three (Last outage 2003) 
(Information was included in the BO72904 report ). 
The next scheduled outaqe for this unit is in the sprinq of 2006 (Starting January 28th). Durinq this 
outage they will replace the superheat section completelv. Install a Pendant Reheat section. This 
work will require an “Alteration”. They also will replace the Superheat Outlet header. There will also 
be 79 Primarv Superheat sections. This has been an ongoing task and will be Completed this outage. 

Unit Four (Last outage 2004) 
(Information was included in the BO72904 report ). 
During the sprinq outaqe for Unit #5, they also had a “Hot insDection of the Critical Pipe Hangers on 
Unit #4. 

Unit Five (Last outage April 18-May 11,2005) 
This unit was removed from service on April 18, 2005, for a scheduled Minor Outage. The following is 
a brief list of work completed to the boiler during this outage: 



Repairs were made on tubes with excessive erosion in the primary Superheater (PS/H) section. In the 
Superheat (SIH) Convection pass they completed replacement of the SIH feed water inlet junction 
tubes and partially completed the outlet junction tubes. This is an ongoing item. They also repaired a 
crack and repair welded tie bars at the junction header. In the upper and lower Horizontal Reheat 
sections they repaired the skirt shields on the north and south sidewalls. They also pad welded 
several eroded tubes. In the Economizer there were generalized erosion and numerous tubes wee 
pad welded. 

Based on like unit, they decided to cut into the Ist,  2nd and 3rd Pass Down-comer lines to inspect the 
strainers. The strainers were in very good condition and of a different design and material. The 
Furnace water wall tubes were cleaned and an overlay of lnconel was applied from the slope down 
and all most all the way across. Four tube samples were removed from the water wall panels and 
“Pups” welded back in. Based of radiograph of the 2nd stage, they replaced 16 tubes that had 
dissimilar weld failures. They also cut out tube samples in the Pendant Reheat section and replaced 
28 tubes that had long term overheating and installed additional split-ring castings. This is a long-term 
project. 

The Northhorth convection pass safety valve was replaced. This valve is presently gagged, however 
there is still adequate relieving capacity with the remaining valves. The Aux. Steam valve on the 9th 
level was replaced and the 202 pressure relief valve was also replaced. The Reheat spray regulator 
and outlet block valves were replaced. 

As with every outage, the plant conducts an inspection of the High Energy Piping. This outage they 
concentrated on the Main Steam and Hot Reheat boiler and turbine sections. There were no unusual 
conditions indicated. During this outage they conducted Hot and Cold Critical Pipe Hanger 
inspections. Several Main Steam and Hot Reheat line hangers were adjusted. They also took this 
opportunity to conduct a hot inspection on Unit #4. 

2005 BOILER/TURBINE/GENERATOR OUTAGES 

Unit One: (Last Major TurbinelGenerator Dismantle 2005) 
During this scheduled outage the generator rotor was replaced with a new rotorlfield. The new rotor 
has new design coils with the modern diagonal flow design; it is also bore less on the turbine end. One 
of the H2 passages on the turbine end of the new rotor was found restricted by the creepage block 
that was not manufactured correctly. GE mobilized a generator specialist and 8 winders to correct the 
problem. The TE retaining ring was removed and a few creepage blocks were replaced. The wedges 
were also repositioned to correct the excessive axial clearance. 

The following tests and inspections were performed on the stator components: 
Visual inspection 
Hi pot 
End-winding bump test 
El-Cid, 
Wedge survey and pressure and vacuum tests. 

The visual inspection of the end winding and the bump test warranted installing a nose ring on the CE 
end winding and 5 pie shaped radial blocks between the turbine end series connections. 

The stator was tag painted (the rotor was already tag painted at the factory). New piping was installed 
under the generator to direct the H2 gas to the new generator condition monitoring system. Three 
PDA couplers were installed in the IS0 phase enclosure. The generator RTDs and the stator bar 
cooling oil drain thermocouples were extended to the DCS for continuous monitoring. 

The bull gear and the T7 stub shaft were machined to match the new generator rotor. The TE H2 
seals were replaced and the CE seals were machined and sized for the new generator rotor. The T5 0 



and T6 bearings were out-sourced for repairs. The T5 bearing was re-doweled and both bearings 
were lightly skimmed to clean the Babbitt. 
The stator cooling oil system was modified and a new flow metering device and a differential pressure 
switch were installed to monitor the cooling oil flow and the pressure. Both devices are armed to 
initiate a run back. The old differential pressure switch was eliminated. The exciter reduction gear 
was inspected. The thrust runner and two of the journals were machined and the remaining journals 
were polished. The remaining bearings were rebabbited and the thrust bearing was replaced. 

0 

The ABB non-contacting 8 mm vibration probes were replaced with the AB6 21 00 series. The ABB 
differential expansion pick ups (4) were replaced with the Bentley Nevada probes. The logic for the 
differential expansion trip was changed to an “AND” logic. 

The control assembly in the front standard was inspected and repaired as it was warranted. The 
thrust bearing was inspected and it was found in good condition. The upper half bolted on N1 packing 
head was removed and the upper and lower packing segments were inspected without any problems 
being noted. 

The last stage buckets and pins were inspected remotely and were found to be in good condition. 
Four additional thermocouples were installed in the low pressure feed water heater extraction lines to 
improve the turbine water induction monitoring system. The extraction line expansion bellows were 
inspected without any problems being noted. The T7 bearing drain pipe was modified and an 
expansion joint was installed. 

The main stop valves were inspected. A boring bar was installed and the  alignment of the internal 
component in both main stop valves was verified. The pressure seal head gasket sealing surface in 
both chests were machined and nearly 0.030” taper was removed. Both valves were assembled with 
fine mesh screens. The seat for the number 3 control valve was inspected. The crack indication in the 
seat was in the same condition as it was during the last inspection. The control valve linkages and the 
camshafts and the bearings were all inspected and were repaired as warranted. 

A new Rexa actuator was installed to operate the main stop by-pass valve. The remaining by-pass 
control linkages except, the feed back linage were eliminated. This upgrade will provide finer turbine 
speed control and will minimize start up delays. 

0 

The left side reheat stop and interceptor valves were inspected to determine the cause of the reheat 
stop valve failure to open during the weekly valve test. The problem was in the interceptor valve and 
was corrected. The actuators for the MSV, CV, IV and RHS valves were inspected. The extraction 
non-return and the motor operated valves were inspected. 

The lube oil pumps including the booster oil pump were inspected. The check valves were also 
inspected. 
The lube oil coolers were hydro tested in place without any problems being noted. Both coolers were 
rodded clean. A butterfly valve was installed in the suction line of the lube oil tank vapor extractor. 
The stator cooling oil coolers were rodded clean. The vacuum tank and the filters for this system and 
the seal oil system were cleaned and filter cartridges were replaced. The H2 coolers were shipped to 
Brimhall for cleaning, inspection and pressure test. 
May 5, 2003, Overspeed tests results. 

DEVlCESPEEDOil trip test/lock outOkayOil overspeed test3340 RPMLSS3454 RPMHSS3861 
RPMBack-up OS3908 RPM (SimulatedEmergency OS trip4004 RPM 

UNIT #5 (Last Minor TurbinelGenerator InspectionlRepairs 411 8-511 1 2005) 
The Turbines and Generators were not dismantled during this outage. The following is a partial list of 
the work that was accomplished during this short outage: 

HPllP TURBINE 



FRONT STANDARD DEVICES 
Inspect hp/lp governor drive components, cleaned, inspected and grease load limit and speed/load 
changer 
gearboxes. The standard rails were also cleaned and the rails greased. 

Inspect and NDE the main steam lead bolts. Remove #I std. cover to inspect controls. Remove #3 
std cover to inspect #4 brg. Both were satisfactory. 
LP TURBINE 
Inspected the atmospheric diaphragms, Inspected last stage buckets, monitor erosion. Changed out 
the u-bend coupons. 
Change out turning gear with spare 
GENERATORS, EXCITERS AND ASSOC. EQUIPMENT 
Cleaned and inspected the generator collector rings. They were satisfactory. 
A blow down and pressure test (Snap blow) was conducted on the hp/lp stators to prepare them for 
Doblelhi-pot tests. 
Cleaned the hpllp gen/exciter liquid level indicator/detectors sight glasses. Remove bushing box 
doors HP/LP to inspect viscaseal, seal okay 
These units have water-cooled stators. During this outage they replaced the filters, inspected stator 
pump cooling water lines and inspected the “Y’ strainers. 

lsophase coolers were inspected. The heads were repaired, cleaned the strainers and inspected the 
fan bearings and belts. 

The Hydrogen seal oil system was also inspected. They cleaned the seal oil curno filters, cleaned the 
Harvard filter system and changed the filters. The differential pressure regulator internals were also 
inspected and repaired as required. 

VALVES 
Remove the Main stop valves trim and replaced it with spare trim. The bypass mechanism was 
cleaned, inspected and grease. The valves were then stroked and calibrated. 

The Control Valves linkages were removed and the linkages and bushings were inspected. The stems 
were rotated 180 degrees. The servo cabinet linkages were also inspected. The valves were stroked 
and calibrated. 

needed. The valve was stroked and calibrated. 
The Speedmatch Valve was disassemble and the valve inspected and replace internals as 

The Ventilator valve coupling and linkages were inspected and air tested for proper stroke. 

Combined Reheat Valves were disassembled and the air test cylinders, linkages were inspected and 
greased. 

TURBINE AUXILLIARY SYSTEMS 
The Main Lube Oil Sump was drained, cleaned, and inspected. The guillotine screens on main lube oil 
tank were inspected. 

AUXl LL IARY TU RBI N ES 
Disassemble couplings and perform thrust bump checks. Installed and set/adjusted new ABB 
Controls. 
The Lube Oil System was drained, cleaned, and inspected. The Harvard system filters were replaced 

HIGH ENERGY PIPING 
During most outages the plant has an outside firm conduct inspections on the High Energy Piping. 
During this outage the Main Steam and Hot Reheat Piping Systems were examined. All four stop valve 



inlet girth weld connections, all four main steam stop valve inlet girth weld connections to the four main 
steam 14-1/2” OD X 2.808” MW, A 335-P22 seamless pipes, the Hot Reheat two CRV outlet 
connection welds to the IP turbine shells, the West hot reheat CRV valve outlet girth weld to the elbow 
where the 9 and 1” long cracks were repaired in 2002and the East hot reheat CRV valve outlet girth 
weld to the elbow where the 16” and 21” long cracks were repaired in 2002 were examined. They also 
NDE the four main steam stop valve internal anti swirl dam areas where cracking damage was found in 
2002 and the Main steam stop valve # I  to control valve #1 connecting valve bodies girth weld. No 
indications were mentioned. 

The unit was assembled and started on May 5, 2005. After the unit was warmed-up as required, 
overspeed test were performed. The following results were recorded: 

MAIN TURBINES 
DEVICESPEED TRlPPEDLp Cut out Gov.1872Lp OS Tripl860Hp LSS3478Hp HSS3844Trip 
Anticipator3840Hp OS3860North Aux. Turb. 
DEVICESPEED TRlPPEDOil Trip.4800HSS58400S Mech.603308 ElectS950South Aux. Turb. 
DEVICESPEED TRlPPEDOil Trip.4800HSS58400S Mech.59640S Elect.5950 

*In 2008 the plant intends to remove the overspeed bolt from the unit and go with a full 
electronic system. They were given Starr Technical Risks Standard regarding this function. 



RECOMMENDATIONS 

(NEW RECOMMENDATIONS) 
ST-05-09-14-01 Convection Path Safety Valve. 
The North/south safety valves on the convection path on unit ##4 boiler is blowing steadwater 
profusely. This should be repaired at the earliest opportunity. 

(UPDATE OF PAST RECOMMENDATIONS) 

ST-04-07-28-01 Transformer Oil and Gas Analysis. 
During this visit a check was made on the frequency of various tests on the Generator Step-up and 
Station Service transformers. The plant has established a group to monitor the tests on all 
transformers at this plant. At the present time Transformer Oil and Gas Analysis are conducted on an 
annual basics. We recommend that all GSU and Station Service (S/S) Transformers be tested SEMI- 
ANNYALY. This has become an Industry Standard and good engineering practice. In addition to the 
GSU and SIS transformers we recommend that all Westinghouse Transformers with a 7Million serial 
number (7000001 -7999999) be also tested semi-annually regardless of the application. This is based 
on past problems associated with these series of transformers. Mr. Ishmael was provided information 
on these units along with an IEEE Standard that identifies acceptable levels of gasses and those that 
require attention and action to be taken. 
(Follow-up 09/14/05). The plant now has a program in place to schedule, test and record 
maintenance on all GSU and UA Ts. This recommendation will be removed but will be 
monitored on routine visits. 

ST-04-07-28-02 Boiler Gauge Glasses Units 1,2&3. 
During the walk-down inspection of units 1,2&3 a check was made to determine if the Boiler Gauge 
Glasses were in operating condition. It could not be positively determined that they were in good 
operating condition. Although New Mexico is not a Code State, it is good engineering practices to 
have these in good operating order in the event they are required for service. 
(Follow-up 09/14/05). Re-inspection and review of start-up procedures verified these are 
operable. This recommendation will be removed. 

ST-04-07-28-03 Unit 2 HP FWH. 
The discharge pipe on the shell side of this heater does not appear to have a drain hole in the pipe. 
Accommodations should be made for drainage to prevent waster from accumulating around the top of 
the seat and disk. This could cause the valve seat to rust and possibly prevent it from opening when 
required. 
(Follow-up 09/14/05). This recommendation is now completed and will be removed. 

ST-04-07-28-04 Unit 3 Buck Stay Pin. 
The buck stay pin in the SW corner of the boiler at the 6th level is missing. Pin should be replaced. 
(Follow-up 09/14/05). This recommendation is now completed and will be removed. 

ST-04-07-28-05 Unit 3 XO Feed Water Heater (FWH) Relief Valve 
The relief valve on this feed water heater is leaking past the seat. It should be repaired at the first 
opportunity. 
(Follow-up 09/14/05). This recommendation is now completed and will be removed. 

ST-04-07-28-06 Unit 3 HP FWH. 



The discharge pipe on the shell side of this heater does not appear to have a drain hole in the pipe. 
Accommodations should be made for drainage to prevent waster from accumulating around the top of 
the seat and disk. This could cause the valve seat to rust and possibly prevent it from opening when 
required. 
(Follow-up 09/14/05). This recommendation is now completed and will be removed. 

0 

ST-04-07-28-07 Unit 4 Auxiliary Steam System Safety Relief Valve. 
The South safety relief (Consolidated) Valve on the auxiliary steam system on the 9th level is leaking 
past the seat. This should be repaired at the first opportunity. 
(Follow-up 09/14/05). This recommendation is now completed and will be removed, 

ST-04-07-28-08 Unit 5 Auxiliary Steam System Safety Relief Valve. 
The South safety relief (Crosby) Valve on the auxiliary steam system on the 9th level is leaking past 
the seat. This should be repaired at the first opportunity. The flange on the exhaust side also needs 
to be replaced. 
(Follow-up 09/14/05). This recommendation is now completed and will be removed. 

ST-04-07-28-09 Units 1&4 Pipe Hangers and Supports 
These hangers were out of adjustment: 
Unit 1: There is a pipe hanger above IK26 Soot Blower that is out of adjustment. It is not known what 
system it supports. 
Unit 4: Hangers 4B26 and the one just east of 4B26. The two corresponding hangers on the opposite 
side are also out of adjustment. Two of these were mentioned in past recommendations. 
(Follow-up 07/27/04). Some adjustments have been made. Still in progress. 
(Follow-up 09/14/05). This plant now has an aggressive Pipe Hanger Surveillance Program in 
effect and are making great efforts to correct all Critical Pipe Hanger Deficiencies. This is an 
ongoing program and will be closely monitored. This recommendation will be removed. 

ST-06.04 Reheat Pipe Alignment 
Cold Re-heat pipe hanger 1CR6 is out of adjustment. It appears to be bottomed out. Corrective 
action should be taken to bring this back into proper adjustment. 
(Follow-up 07/27/04). Some adjustments have been made. Still in progress. 
(Follow-up 09/14/05). This plant now has an aggressive Pipe Hanger Surveillance Program in 
effect and is making great efforts to correct all Critical Pipe Hanger Deficiencies. This is an 
ongoing program and will be closely monitored. This recommendation will be removed. 

Unit TWO 

Hot Re-heat hangers’ 2HR2 8 2HR1 are out of adjustment. Corrective action should be taken to bring 
these back into proper adjustment. 
(Follow-up 07/27/04). Some adjustments have been made. Still in progress. 
Follow-up 09/14/05. This plant now has an aggressive Pipe Hanger Surveillance Program in 
effect and is making great efforts to correct all Critical Pipe Hanger Deficiencies. This is an 
ongoing program and will be closely monitored. This recommendation will be removed. 

ST-06.05 PIPE HANGERS AND SUPPORTS 

UNIT THREE 

There were numerous (8) Hot reheat piping hangers and supports that were out of adjustment. The 
following are some of the hangers: 3CS4, 3HR18, 3HR19, 3HR21, 3HR22, 3HR23, 3HR30, AND 
3HR31. There are too many hangers out of adjustment. These should be adjusted to bring this 
system back into proper alignment. 

ST-06.06 PIPE HANGERS AND SUPPORTS 

0 



(Follow-up 07/27/04). Some adjustments have been made. Still in progress. 
(Follow-up 09/14/05). This plant now has an aggressive Pipe Hanger Surveillance Program in 
effect and is making great efforts to correct all Critical Pipe Hanger Deficiencies. This is an 
ongoing program and will be closely monitored. This recommendation will be removed. 

ST-02.4 Pipe Hangers and Supports 
UNIT FOUR 
There are two pipe hangers on unit 4 that are bottomed out. Do not know what system they are on 
but one of them has the-Number 4BP. There are also two on the opposite side of the boiler and the 
number of one is 4BP26. 
(Follow-up 06/12/2003) These are now scheduled for completion in 2004. 
(Follow-up 07/27/04). Scheduled for completion in 2005. 
(Follow-up 09/14/05). This is currently scheduled for completion in 2006. This plant now has 
an aggressive Pipe Hanger Surveillance Program in effect and is making great efforts to 
correct all Critical Pipe Hanger Deficiencies. This is an ongoing program and will be closely 
monitored. This recommendation will be removed. 

COMMENTS 

During these visits to The Four Corners Plant an In-service inspection was ConcJcted on Units 
1,2,3,4&5. The following conditions were observed: 

UNIT NO. ONE 

Year 2004: Service hours; 8,234 Starts; 23 EAF 90.89 %; Net capacityfactor90.19 YO; €FOR 8.10 
Yo 

(Operating Hours) 2004 (8,234). 2005 as of 8/31/2005 (4,741) 

In 2004, there were 23 outages for various reasons. These resulted in 15 hot starts and 8 warm starts 
with this unit. During the first eight months of 2005, there have been a total of 19 starts, 16 hot and 
two warm.and 1 cold. 

On September 14, 2005, an in-service inspection was conducted on this unit. At the time of the 
inspection the unit was generating 187 Mw (Gross) with a reactive load of 11.38 MVAR. The boiler 
drum pressure was 1908 psi. The throttle pressure was 1799 psi. There were three coal pulverizers 
and 18 burners, two FD Fans, two ID Fans, PA Fans, two condensate pumps, two circ water pumps 
and two boiler feed water pumps. The hydrogen pressure on the generator was 34.1 and the purity 
was 98%. There are no cooling towerdfans for this unit; all water comes from the surface lake. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and 
throughout the plant indicated that this unit was operating satisfactory and within design parameters. 

The highest bearing vibration being recorded was 2.2 mils. This reading was on the vertical probe of 
number four bearing. This reading has dropped since last visit. Additional readings were as follows: 

BEARING 1 2 3 4 5 6 7 8VERT. MILS (X) 20042.600.661.701.863.882.761.28No 
probeVERT. MILS (X) 20050.400.901.602.201 .101.700.50No probeDIFFERENCE-2.20+0.24- 
0.10+0.34-2.78-1.06-0.78NAHORIZ. MILS (Y)  20041.750.330.820.881 592.13 
MILS (Y) 20050.1 00.100.600.900.800.80No probe0.80DIFFERENCE-1.65-0.23-0.22+0.02-0.79- 
1.33NA+O.O6BRG MET TEMP.2004 1720 1640 1680 1620 1 750 1730 12801 280BRG 

No probe0.74HORIZ. 

0 



MET TEMP.2005 1720 1660 1670 1640 1710 1740 12801230DIFFERENCENCO +20- 
10+20-40+1 ONCO-50NC=No change. 
a considerable amount of work was accomplished on the drive train. All bearing vibrations 
and metal temperatures are within design parameters. 

NA= Not applicable. There are several step changes, but 0 
A walk down inspection of the unit was conducted and the following observations were made: 

BOILER 
All boiler safety valves were examined and all were free and unobstructed. There was no leakage 
observed from any of the Drum safety valves. 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays. 

All soot blowers in service were examined and there were no unusual conditions noticed. 

All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition. 

The DA Tank and all feed water heaters were examined and all vessels were operating satisfactory 
and appropriate levels were witnessed. All safety appurtenances were valved in. 

All coal pulverizers in operation and feeder pipes were inspected and there were unusual conditions 
observed. 

TURBlNElGENERATOR 
During this inspection the unit was generating 187 Mw. There were no unusual conditions observed. 
All gauges, meters, monitors and recorders examined indicated that this unit appears to be operating 
satisfactory. All turbine/generator bearing oil flows, temperatures and pressures were adequate. All 
generator phases were evenly loaded and there was no indication of any overheating. 

UNIT NO. TWO 
Year 2004: Service hours; 7,346 Starts; 15 EAF 81.02 %; Net capacity factor 80.66 %; EFOR 
6.52 % 

0 

(Operating hours) 2004 (7,346) 2005 as of 8/31 (5,670) 
In 2004 there were fifteen outages for various reasons. These resulted in 11 hot starts and 3 warm 
starts and 1 cold start on this unit. As of August 31, 2005, there have been 3 hot starts, 2 warm start 
and 0 cold start. 

An in-service inspection was conducted on this unit On September 14, 2005. At the time of the 
inspection the unit was generating 190 Mw (Gross) with a reactive load of 1 .I MVAR. The boiler drum 
pressure was 1919 psi. The throttle pressure was 1810 psi. The superheat temperature was 9660 
and the reheat temperature was at 996. The hydrogen gas pressure on the generator was 35 and the 
purity was at 99%. There were three coal pulverizers and 18 burners, two FD Fans, two ID Fans, 3 
PA Fans, two condensate pumps, four circ water pumps and two boiler feed water pumps. Hydrogen 
pressure on the generator was 35.6 psi and the hydrogen purity was at 97%. This unit does not have 
cooling towerslfans; all water comes from the surface lake. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and 
throughout the plant indicated that this unit was operating satisfactory and within design parameters. 

The highest bearing vibration being recorded was 2.1 mils. This reading was on the vertical probe of 
number three bearing. Additional readings were as follows: 



BEARING 1 2 3 4 5 6 7 SVERT. MILS 20041.271.681.901.321.322.141.081.12VERT. MILS 

M~LSZ0041.171.410.950.730.801.14No probeNo probeHORI2. MILS 20,051.201.100.900.800.801.20No probe 
probeDIFFERENCE+O.03-0.31-0.05+0.07NC+0.06NANABRG. METAL TEMP 20041800 1740 1650 1650 1620 1770 

+loNC=No change. N A =  Not applicable. 
A walk down inspection of the unit was conducted and the following observations were made: 

20051,201.501.501.001 . I  12.201,601.30DIFFERENCE -0.07-0.18-0.40-0.32-0.21+0.06+0.52+0.18H0RIZ~ 
No 

1300 1300BRG. METAL TEMP 200318101730165016201690176014401310D1FFERENCE+10 -1ONCO -30 +70 -10+140 
0 

BOILER 
All boiler safety valves were examined and all were free and unobstructed. There was no leakage 
observed from any of the Drum safety valves. 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays. 

All soot blowers in service were examined and there were no unusual conditions noticed. 

All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition. 

The DA Tank and all feed water heaters were examined and all vessels were operating satisfactory 
and appropriate levels were witnessed. All safety appurtenances were valved in. 

All coal pulverizers in operation and feeder pipes were inspected and there were unusual conditions 
observed. 

TURBlNElGENERATOR 
During this inspection the unit was generating 190 Mw. There were no unusual conditions observed. 
All gauges, meters, monitors and recorders examined indicated that this unit appears to be operating 
satisfactory. All turbine/generator bearing oil flows, temperatures and pressures were adequate. All 
generator phases were evenly loaded and there was no indication of any overheating. 

0 
UNIT NO. THREE 

Year 2004: Service hours; 8,399 Starts; 13 EAF 93.58 %; Net capacity factor 92.59 %; EFOR 
5.35 % 

(Operating Hours) 2004 (8,399) 2005 as of 8/31 (5,555) 
In 2004 there were thirteen outages recorded. Of those, nine were hot starts and four were warm 
starts. There were no cold starts. As of August 31, 2005, there have been 4 hot starts, 2 warm start 
recorded. 

An in-service inspection was conducted on this unit on September 14, 2005. At the time of the 
inspection the unit was generating 244 Mw (Gross) with a reactive load of 1.8 MVAR. The boiler drum 
pressure was 2220 psi. The throttle pressure was 2032 psi. The hydrogen gas pressure on the 
generator was 38.0 psi and the purity was at 99.6%. There were three coal pulverizers and 18 
Burners, two condensate pumps, two circ water pumps and two boiler feed water pumps. This unit 
does not have cooling towers; all water comes from the surface lake. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and 
throughout the plant indicated that this unit was operating satisfactory and within design parameters. 

During the past spring overhaul the Turbine Supervisory Instrumentation upgrade was completed. 
New probes were installed. The highest bearing vibration being recorded was 3.4 mils. This reading 
was on the probe of the number three bearing. Additional readings were as follows: 



BEARING 1 2 3 4 5 6 7 8910 MILS VIBRATION (x) 7/27/041.701.623.323.562.281.442.421.862.50No 
probeMILS VIBRATION (x) 9/14/20051.601 .I 02.1 03.002.701.302.402.1 02.50No probeDIFFERENCE-O.lO-O.42-1.22- 
0.56+0.42-0.14-0.02+0.24NCNA MILS VIBRATION (y) 7/27/041.090.501.690.991.011.220.571.26No probe2.58MILS 
VIBRATION (y) 9/14/20051 .I 00.300.700.901.201.000.601.30No probe2.40D1FFERENCE+0.01-0.20-0.99-0.09+0.19-0.22- 
0.1 7+0.04NA-O.I8BRG. METAL TEMP.7/24/04 1720 1850 1560 171 0 1830 1850 1600 17901 3501270BRG. 
METAL TEMP. 9/14/2005 1730 1850 1520 1740 1820 1840 161 0 17201 3401220DIFFERENCE -1 0 

0 
00+40 -30 +IO +lo -10 +90+10+70NC=No change. NA=Not applicable. 
A walk down inspection of the unit was conducted and the following observations were made: 

BOILER 
All boiler safety valves were examined and all were free and unobstructed. There was no leakage 
observed from any of the' Drum safety valves. 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays. 

All soot blowers in service were examined and there were no unusual conditions noticed. 

All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition. 

The DA Tank and all feed water heaters were examined and all vessels were operating satisfactory 
and appropriate levels were witnessed. All safety appurtenances were valved in. 

All coal pulverizers in operation and feeder pipes were inspected and there were unusual conditions 
observed. 

TURBlNElGENERATOR 
During this inspection the unit was generating 244 Mw. There were no unusual conditions observed. 
All gauges, meters, monitors and recorders examined indicated that this unit appears to be operating 
satisfactory. All turbine/generator bearing oil flows, temperatures and pressures were adequate. All 
generator phases were evenly loaded and there was no indication of any overheating. 

0 
UNIT NO. FOUR 

Year 2004: Service hours; 6,262 Starts; 15 EAF 69.32 %; Net capacity factor 69.22 %; EFOR 
11.95 % 

(Operating Hours) 2004 (6,262) 2005 as of 8/31 (5,316) 
In 2004there were 18 total starts recorded. Of these, 9 were hot starts, 7 were warm starts and 2 
were a cold start. So far in 2005 there have been 13 starts, 8 hot, three warm and 5 cold. 

An in-service inspection was conducted on this cross-compound unit on August 13, 2005. At the time 
of the inspection the unit was generating 790Mw (Gross) with a reactive load of +I20 MVAR (Gross). 
The boiler pressure was 3498 psi. The superheat temperature was 9950 and the reheat temperature 
was 9860. The Hydrogen Gas Pressure and Purity was satisfactory on the HP Generator and the LP 
Generator. There were seven coal pulverizers, 42 burners, two condensate pumps, four circ water 
pumps and two turbine driven boiler feed water pumps, four FD Fans, four Booster Fans and 2 PA 
Fans. This unit does not have cooling towers; all water comes from the surface lake. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and 
throughout the plant indicated that this unit was operating satisfactory and within design parameters. 

The highest bearing vibration being recorded on the HP Turb. /Gen set was 3.80 mils. This reading 
was on the horizontal probe of number seven bearing. Additional readings were as follows: 0 



BEARING 1 2 3 4 5 6 7VERT. MILS (X) 7/28/041.011.582.183.021.660.894.43VERT. MILS (X) 
9//13/050.862.443.37 1,501.340.264.15DIFFERENCE-O.15+0.86+1.19-1.52-0.32-0.67-0.28HORIZ~ MILS cy) 7/28/04 
0.822.302.231.51 0.420.122.76HORIZ. MILS (Y) 9/13//050.562.393.011.260.520.393.80DIFFERENCE-0.26+0.09+0.78- 
0.25+0.10+0.27+1.04BRG MET. TEMP. 7/28/04 1900 1750 1790 1870 1710 1870 1670BRG MET. TEMP. 

The highest bearing vibration being recorded on the LP Turb. /Gen set was 3.70 mils. This reading 
was on the vertical probe of number one bearing. Additional readings were as follows: 

0 
9/13/052010 1700 1730 1820 1650 1940 1640DIFFERENCE -140 -120 -200 -100 +60 +140 +40 

BEARING 1 2 3 4 5 6VERT. MILS (X) 7/28/043.430.301.500.670.130.35VERT. MILS (X) 
9/13/053.700.831.050.610.170.38DIFFE~NCE+0.27+0.53-0.45-0.06+0.04+0.03H0R1Z~ MILS Cy) 
7/28/041.760.760.3 10.710.080.1 9HORIZ. MILS (Y) 9/13/05-0.3 1.060.230.510.1 50.12D1FFERENCE*-1.79+0.30-0.08-0.20+0.07- 
0.07BRG MET. TEMP. 7/28/04 1550 1580 1530 1570 1560 1620BRG MET. TEMP. 9/13/05 1600 1490 1510 1590 
17 10 1490DIFFERENCE+50-90-20+20+150-130*=~~aCCUra~e reading. 
A walk down inspection of the unit was conducted and the following observations were made: 

BOILER 
There are still multiple boiler casing leaks. These are very serious leaks; they present a health hazard 
as well as an environmental hazard. The plant has an aggressive program and tries to stay on top of 
these each outage. They are presently spraying water in the rear of the boiler above the ducts to cut- 
down on ash-in-air. This appears to be very effective. 

The North/south Convection safety valve is leaking past the seat and should be repaired at the first 
opportunity. 

TURBINE/GENERATOR 
At the time of this inspection, the HPllP Turb. /Generator and the LP Turb. /Generator sets were 
generating 788Mw (Gross). There were no unusual conditions observed. All gauges, meters, 
monitors and recorders examined indicated that these units were operating satisfactory and within 
design parameters. All turbine/generator bearing oil flows, temperatures and pressures were 
adequate. 

All generator phases on both units were evenly loaded and there was no indication of any overheating. 

UNIT NO. FIVE 

Year 2004: Service hours; 8,465 Starts; 9 EAF 95.42 %; Net capacity factor 94.57 %; EFOR 4.58 
% 

(Operating Hours) 2004 (8,465) 2005 as of 7/27 (4,868) 
In 2004 there were 9 total starts recorded. Of these, 5 were hot starts, 4 were warm starts and there 
were no cold start. So far in 2005 there has been 13 starts. 

An in-service inspection was conducted on this cross-compound unit on September 13, 2005. At the 
time of the inspection the unit was generating 791Mw (Gross) with a reactive load of +73 MVAR 
(Gross). The boiler pressure was 3513 psi. The superheat temperature was 9930 and the reheat 
temperature was 9890. The Hydrogen Gas Pressure and Purity was satisfactory on the HP Generator 
and the LP Generator. There were seven coal pulverizers, 42 burners, two condensate pumps, four 
circ water pumps and two turbine driven boiler feed water pumps, four FD Fans, four Booster Fans 
and 2 PA Fans. This unit does not have cooling towers; all water comes from the surface lake. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and 
throughout the plant indicated that this unit was operating satisfactory and within design parameters. 

0 



The highest bearing vibration being recorded on the HP Turb. /Gen set was 2.92 mils. This reading 
was on the horizontal probe of number seven bearing. Additional readings were as follows: 

I 

BEARING 1 2 3 4 5 6 7VERT. MILS (X) 07/28/041.272.191.870.640.720.841.81VERT. MILS (X) 
9/13/051.481.341.821.120.53 1.41 1.08D1FFERENCE+0.21-0.85-0.05+0.48-0.19+0.57-0.73H0~Z. MILS (Y) 
07/28/041.851.731.630.960.640.942.97HORIZ. MILS cy) 9/13/051.320.851.200.650.090.902.92DIFFERENCE-0.53-0.88-0.43-0.3 1 - 
0.55-0.04-0.05BRG MET. TEMP. 07/28/04 1890 1450 1810 1920 1840 1430 1640BRG MET. TEMP. 9/13/05 
1920 1950 16902030 1720 1850 1680DIFFERENCE+30 +500 -120 + I  10-120 +420+40 

The highest bearing vibration being recorded on the LP Turb. /Gen set was 3.26 mils. This reading 
was on the vertical probe of number six bearing. Additional readings were as follows: 

BEARING 1 2 3 4 5 CVERT. MILS (X) 07/28/041.660.462.841.952.584.08VERT. MILS (X) 
9/13/051.050.342.010.811.783.26DIFFERENCE-0.51-0 12-0.83-1.14-0.80-0.88HORIZ. MILS (Y) 
07/28/040.540.241.900.400.72 1.70HORIZ. MILS (Y) 9/13/050.200.32 1.40-0.100.601.32DIFFERENCE-0.34+0.08-0.50*-0.50-0.12- 
0 38BRG MET. TEMP. 07/28/04 1440 1410 1560 1530 1430 1430BRG MET. TEMP. 9/13/05 1440 1410 
1620 1706 1520 I ~ O D I F F E R E N C E  NC o N c0+60 +i70 +90 -io*=lnaccurate reading. 
A walk down inspection of the unit was conducted and the following observations were made: 

BOILER 
There were no unusual conditions observed. The casing leaks are few and ash-to-air is minimal. 

The North/north Convection Pass safety valve is leaking past the seat. The valve is gagged. There is 
adequate relieving capacity with the remaining four valves. A work order has been filled and this will 
be repaired at the first opportunity. 

@ ' TURBlNElGENERATOR 
At the time of this inspection, the HPAP Turb. /Generator and the LP Turb. /Generator sets were 
generating 791 Mw (Gross). There were no unusual conditions observed. All gauges, meters, 
monitors and recorders examined indicated that these units were operating satisfactory and within 
design parameters. All turbine/generator bearing oil flows, temperatures and pressures were 
adequate. 

Uniform Loss Events: (These have not changed) 
Unit 4&5/ST 275 MVA Transformer, Single Phase, Three/Unit. B/M PML - $1,375,000. Extensive 
electrical damage requiring full rewind. B/l loss 37 weeks. 

Unit 4&5/ST 275 MVA Transformer, Single Phase, ThreeIUnit. B/M EML - $2,000,000. Catastrophic 
damage to transformer core and tank. Replace transformer. B/I loss 38 weeks. 



Unit 4&5 GE Steam Turbine, Cross-Compound, 755 MW, B/M PML - $22 Million. Major blade failure 
with rotor and diaphragm damage caused by water induction. Requires removal of rotor for repair. B/I 
loss 6 months. 

Unit 4&5 GE Steam Turbine / Generator, Cross Compound, 755 MW 
Catastrophic overspeed, entire turbine /generator destroyed. B/I loss 18 months. 

Unit 4&5 B&W supercritical Boiler, 5,466,000 #/Hr Cap. B/M PML - $31 Million. Replacement of 
superheater/waterwalIs due to low water. B/I loss 180 days. 

B/M EML - $64 Million. 

Unit 4&5 B&W supercritical Boiler, 5,466,000 #/Hr Cap. B/M EML - $140.7 Million. Massive steam 
explosion with damage outside the object. B/I loss 30 Months. 



STARR TECH STANDARDS 
REGARDING 

OVERSPEED TESTING OF GAS AND STEAM TURB NES 

ConstructionlCommissioning 

When a gas or steam turbine unit is first commissioned, proper operation of the overspeed trip 
function(s) should be demonstrated to 110% speed at no load, regardless of the type of 
overspeed protection provided (electrical, mechanical or both). 

Note: Most new combined-cycle steam turbines do not have mechanical overspeed trips nor do 
aeroderivative, industrial, and later model utility-size gas turbines. 

Routine Testing 

If the turbine only has an electronic overspeed function, the unit should be checked annually from 
an electrical circuitry standpoint (machine not actually tripped) or checked (tripped) in conjunction 
with a scheduled, controlled shutdown. 

If the unit has a mechanical back-up, the electronic overspeed should be tested annually as 
discussed above. The mechanical overspeed function should be tested every three (3) years (or 
thereabouts) to about 110% speed (higher than the electronic set point). 

If the unit onlv has a mechanical trip, it should be tested every year to 
11 0% speed. 

If the unit has an overspeed test device for the electronic system, testing using the device should 0 be conducted weekly. 

Maior/Minor Outages 

During the shutdown preceding a major or minor outage, the total system should be checked 
during the shutdown evolution. Moving the overspeed set point downward is permissible to 
prevent unnecessarily overspeeding the machine for a total system test. 

If the turbine only has an electronic overspeed function, a simulated (electronic) overspeed test 
should be conducted prior to startup. Since a system check would be performed on shutdown 
(see above), it is not necessary to repeat the system check on startup unless: 1) the system test 
could not be performed on shutdown or 2) there was substantial work done on the 
electronic/electro-mechanical portions of the overspeed system. 

For turbines equipped with mechanical trip functions, the overspeed trip testing should be 
conducted to 1 10% speed at the conclusion of major/minor outages or major repairs. 
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Engineering Inspection Report 

0 DATE: July 26‘h through 2gth 2005 

1NSURED:Pinnacle West Corporation 

(Formerly: Arizona Public Service (APS ) 

OWNER: 

OPERATOR: 

PLANT: 

LOCATION: 

MAILING ADDRESS: 

PLANT PHONE NUMBER: 

BUS IN ESS ACT IVlTY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

ENGINEER: Stanley Smartt 

Units 1, 2, 3: APS (100%) 

Unit 4: Pacific Corporation 

Common Faci1ities:APS (63%), Pacific Corp(37%) 

Arizona Public Service Company 

Cholla Generating Station 

Joseph City, Arizona 

P.O. Box 188 

Joseph City, Arizona 86032 

520.288.1206 (Conrad Spencer; Production Manager) 
FAX: 520.288.1 399 

The plant is in full operation 24 hours per day, 7 days per 
week. Operations have two 12-hour shifts, and maintenance 
has three 8-hour shifts. There are approximately 260 
employees. 

This is a large fossil fuel power generating facility. There are 
four coal-fired boilers utilized to produce steam to power 4 
turbine-generating units. The plant has a generating 
capability of 1,030 mega watts (Unit no. 2 has been re- 
rated from 235 to 270 mega watts; the total plant 
capacity has gone from 995 mega watts to 1,030 mega 
watts). The plant operates as a “electric load following” 
operations between October and January; and base-load 
operations the remaining months of the year. Generation is 
90% annual base load. 

Conrad Spencer, Plant Manager 
Mr. Ronald C. Adcock, Marsh Risk Consulting 

LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROPERTY 
AMT. SUB. P.M.L. N.L.E. 

R. & P.P.- $410,362,482 $42,000,000 $10,500,000 

B.1.IE.E.- $10,000,000 $1 0,000,000 $5,000,000 

TOTALS: $420,362,482 $52,000,000 $1 5,500,000 



Plant Layout: 

Fire Water System: 

Sprinkler/Deluge Systems: 

Public Fire Department: 

Emergency Organization: 

Overall Rating: 

Good 

Fair 

Fair 

Fair 

Good 

Fair 

RISK SUMMARY 

Spacing within Units: Good 

Management Programs: Good 

inspection: Fair 

Maintenance: Good 

Outside Exposures: Light 
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1. REMARKS AND CHANGES 

The scope of inspection included: Review of previous recommendations and important 
changes, review of inspection programs including; fire protection, maintenance, emergency 
response, hot work & impairments, coal handling & fuel loading, Units 1- 4 (T-G sets, boilers 
& ancillary equipment, transformers). The support buildings were inspected. Water supply 
testing was conducted, and documentation submitted as a part of this report. 

0 

Recommendation no. 2001.02b,f requesting smoke detection systems for the Maintenance 
Shops (beneath Unit nos. 2-3 and 4 control rooms) and the MCC Building associated with Unit 
no. 4 have been completed. This recommendation has been removed from this report. 

Two new recommendations have been submitted as a result of this survey. Recommendation 
no. 2005.01 request that the established “NO Smoking” policy be reinforced in several areas; 
and recommendation no. 2005.02 requests that the fire pumps associated with the two diesel 
drivers be replaced (due to performance) and that the plant’s service water usage (supply) be 
separated from the emergency fire water supply. 

There are two resubmitted recommendations: Recommendation no. 2001.01 requests that a 
”dry” standpipe system be provided for the boiler structures; Recommendation no. 2001.02 
requests that a system of smoke detectors be provided for the entire Administration Building 
with attention to the “computer work station room” and the computer room, the Unit no. 1 
battery room, and below the raised floor computer room associated Unit no. I. 

A list of maintenance type items were discussed with plant management (at the time of the 
survey) and submitted to them (via email) under separate cover. 

The suction and discharge piping for all three fire pumps (two diesels and one electric driven 
pump) was replaced prior to this survey. 

Unit no. 2’s turbine-generator had an originally design rating of 235 mega watts. It was re- o 
rated to 245 mega watts a few years ago, then to 270 mega watts in 2005. A new nameplate 
will be affixed to the unit this year with all of the new re-rating perimeters. There are plans to 
re-rate Unit no. 2 from the existing 245 mega watts to between 260 and 280 mega watts in 
2006. 

There are plans to replace the main transformer (GSU) associated with Unit no. 3 in September 
2005. The replacement unit is already on site. The replacement is manufactured by PROLEC. 
It its 44,800 KVA unit with 7,874 oil capacity. 

Unit no. 4 main (GSU) transformer was noted to have a “core” type shell arrangement. The 
“core” type transformer makes unit repairs or replacement moderately more expensive and 
difficult. 



2. HISTORY 

Construction of Cholla’s first generating unit, Unit 1, was begun in 1960 and completed in 1962 Unrt 
2 and Unit 3 went into service in 1978 and 1980 respectively. Unit 4 began production in 1981 

APS owned and operated all four of the plant’s units until July 1991, when the company sold Unit 4 
for approximately $234 million to the Portland, Oregon based PacifiCorp. The sales agreement calls 
for seasonal power exchanges wherein PacifiCorp customers in the Northwest receive Unit 4 
electricity in winter when their demand for electricity is the highest. In the summer months during 
APS peak demand period, APS recovers Unit 4 electricity. 

0 
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3. DESCRIPTION 10 
This is a large fossil fuel power generating facility. There are four coal-fired boilers utilized to produce 
steam to power 4 turbine-generating units. The plant has a generating capability of 995 MW. The 
plant operates as an “electric load following” operations between October and January; and base- 
load operations the remaining months of the year. Generation is 90% annual base load. Coal usage 
is 4,000,000 tons per year. 

Earthquake 

The site is located in IS0 earthquake zone 5. Earthquake activity in this area is slight. 

Flood 

Gordon-Greenfield, Inc. conducted a detailed flood analysis on October 10, 1997. The results 
conclude that no water is expected on the site in a 100-Year Flood. 

Location 

The plant is located just south of 1-40 in a rural area, approximately 2 Y’z miles east of Joseph City, AZ 
and six miles west of Holbrook, AZ, in Navajo County. The plant elevation is 5,019 feet above sea 
level. The site is located on flat ground. Exposure from shrubs and trees is minimal. 

There are four coal-fired units. Unit 1 is located at the east end of the site and is separated from 
Units 2 and 3 by about 80 ft. Units 2 and 3 share a common turbine building and are considered a 
single risk. Unit 4 is located approximately 80 ft. to the west of Units 2 and 3. 

Construction 

Construction is primarily non-combustible with the exception of the two cooling towers. Boilers are all 
supported by-unprotected steel frame structures and all turbine buildings are noncombustible. 

The cooling tower for Unit 3 is a Marley double flow tower with six cells and is approximately 50 ft. X 
245 ft. It has a.wood structure and PVC fill (new in 95). The cooling tower for Unit 4 is of similar 
design but with 11 cells. It measures approximately 70 ft. X 390 ft. and has a wood structure and 
wood fill. 

These towers have wooden frames and PVC fill areas. The units are remotely located from all other 
major plant structures and buildings. The cooling towers are not sprinklered. Sprinkler protection is 
needed, but not recommended as a result of the underwriting position on this account. 

The steam turbine generator associated with each boiler.is enclosed in a metal frame noncombustible 
structure that sits on a concrete deck supported on heavy unprotected steel beams. 

The stack for Unit 1 is concrete with a brick lining. The height is estimated to be about 250 ft. There 
is a combined stack for Units 2 and 3. There is a single concrete casing with two steel liners, one for 
each unit. The stack is about 500 ft. high. The stack for unit 4 is concrete with a brick lining and is 
550 ft. high. 

0 
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~ 4. PROCESS 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 0 
The plant utilizes primarily a sub-bituminous grade of coal. The plant’s consumption 
consists of the following types of coal: 

A high sulfur content coal is used from the Lee Ranch Mines, in located near Gallop, 
NM. Approximately 24% (138,833 tons on site) of the total plant’s storage is Lee Ranch 
coal. It has a 9,200 Btu rating. 

The plant uses a high sodium grade of coal from the Spring Creek Mine [this is a 
Powder River Basin Coal (PRB)]. Approximately 14% (82,982 tons on site) of the total 
plant’s storage consist of Spring Creek coal. This high sodium content coal is used to 
prolong the time between maintenance outages associated with the plant’s 
precipitators (The high sodium content coal results in a re-ionization of the “collector 
rods” in the precipitators. This results in the precipitators running longer before 
servicing outages). 

There is a regular grade of sub-bituminous and a low sulfur grade of coal from the 
McKinley Mines, located near Gallup, NM. Approximately 16% (94,701 tons on site) is 
low sulfur, and 46% (261,998 tons on site) is considered a sub-bituminous grade of 
coal. The low sulfur grade coal is used only to meet environmental restrictions 
imposed when Unit 3 is  fired and Unit 2 is  idle. This occurs since these units share a 
common stack. With both units firing, the percent of SOz emissions meets emissions 
standards while firing the sub-bituminous coal in both Units. With Unit 3 firing alone 
(no SO2 scrubbers) the standard is not met with the primary coal and low sulfur coal is 
required. 

The McKinley Mine that is located near Gallup, NM and operated by Pittsburgh & 
Midway, Inc. The coal is  transported approximately 115 miles by Santa Fe Railroad 
unit trains. Typically, there are two trains per day with about 50 cars each. The 
heating value is approximately 10,000 Btu. This is the normal operating coal supply. 

When unit No. 3 is operating and unit No. 2 is idle, the unit No. 3 fires on a sub- 
bituminous low sulfur coal from the Powder River Basin project. This coal has a lower 
heating value of 8,800 Btu and is more subject to spontaneous combustion than the 
McKinley coal. 

Coal storage (two main piles) is located at the northeast end of the site. The closet 
approach of the piles is about 350 ft. from Unit 1. Space separation provides adequate 
protection for the boiler and turbines. At the time of the survey there were a total of 
578,516 tons of coal on site. Presently there is a 30-day supply of coal on site, and a 
21 -day reserve. 

Cholla Generating Station 
Joseph City, Arizona 
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4.2. SYNOPSIS OF UNITS 

4.2.1. Unit Summary i 0 
4 UNIT NUMBERS 1 2 3 

Year Built 1962 1978 1980 1981 

Rated Capacity 1 116 1 236 1 245 
(MW) 

350 

BOILER 

Com bustion 
Engineering 

Manufacturer Combustion Combustion 
Engineering Engineering 

Combustion 
Engineering 

1,005 Steam Temp. OF 1,005 1,005 1,005 

Steam Pressure, 1,925 1,990 1,990 
Psig 

1.990 

2,830,000 Lbs. Of 
Steam/Hour 

2,015,000 2,015,000 

I I I 

Lbs. Of 
CoaVHour i 1281000 1 272,000 

272,000 368,000 

20 Burners 
Five Levels 
Corner Fired 
4 levels = full load 

20 Burners 
Five Levels 
Corner Fired 
4 levels = full load 

20 Burners 
Five Levels 
Corner Fired 
4 levels = full load 

No. of Burners, 16 Burners 
Levels Four Levels 
and Patterns Corner Fired 

GE Manufacturer I Westinghouse I Westinghouse I Westinghouse 

19 18 Number of 
Stages 

Cholla Generating Station 
Joseph City, Arizona 
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Capacity (gpm) 

Cooling Water 

4.2.2. Fuel Supply 

58,000 1 17,500 11 7,500 1 17,500 

Cholla Lake Cholla Lake Cooling Tower Cooling Tower 

Coal cars are bottom emptying and discharge coal (two cars at a time) into an underground 
pit. From here the coal is immediately conveyed up to the crusher towers (crusher No.1 & 
crusher No. 2). Overhead conveyors carry the coal to the respective piles (note; coal can 
also be sent directly to units). Bulldozers are used to  spread and pack the coal. The 
crushing of the primary coal prior to stacking helps reduce the chances of spontaneous 
combustion in the pile since the pile can be more tightly packed. Tight packing reduces the 
size and number of internal air pockets and avenues of water migration. Both these factors 
contribute to spontaneous combustion. The low sulfur coal pile is more subject to 
spontaneous combustion for the same reasons. However, this pile is much smaller. Based 
on the relatively small pile size and the space separation to the main plant, arrangements are 
considered satisfactory. 

All electrical appliances in coal handling areas are suitable for Class Il, Division I 
occupancies. Additional safeguards include tramp metal detection (alarm and trip) prior to 
crushing, belt slip detection (alarm and trip) and miss-alignment (alarm and trip). Coal 
conveyors are also provided with auto shut-off in the event of sprinkler waterflow. There IS 
also manual shut-offs along both sides of each conveyor. Coal conveyor nos. 11, 128, 25E 
and 25W have magnets. All magnets were functionally tested for rated strength by an 
outside contractor this year. 

Coal is reclaimed by bulldozing it into underground hoppers. From here it is conveyed up to 
the overhead transfer tower. 

A separate coal handling control room monitors the crusher towers, conveyors, reclaim 
tunnel, etc. The system is walked down three times per week. 

Overall housekeeping is considered “good” in most areas of the plant, but “fair” in the 
coal handling areas. The plant has recently purchased new cleanup vacuum stations 
(baghousesldust collector towers). In addition, skirting has been added to some of the 
conveyors, which.will help to cut down coal accumulation. 

There is 9,870 barrels of diesel fuel provided on site for use in the back-up generators. 
Back-up generator capacity was noted as; two-750 KW (1150HP) diesels for Unit nos. 2 
and 3; and one-9OOKW (1515HP) diesel for Unit no. 4. (Unit no. 1 has no back-up 
generator). These units are designed to provide power to critical equipment to ensure 
an orderly shutdown (pumps and controls). There are “black-start” capabilities. The 
units should be properly tested annually. This deficiency and request has been placed 
on a maintenance list and submitted under separate cover. 

4.2.3. PulverizerslSilos 

Each generating unit is equipped with coal storage silos (one for each pulverizer). Coal is 
gravity fed to the raw fuel feeders for delivery to the pulverizers. Preheated air is also 
supplied to the pulverizers. The pulverized coal is air transported to the burners Units 1, 2, 
and 3 use an exhauster fan to transport the coal to the furnace. Unit 4 uses a primary air fan 
to transport the coal. All units are suction furnaces. The mechanical collectors located at the 
top of the silos in the coal transfer areas are no longer operational The collectors never 
worked properly. Cleanup is by personnel only. The silos are equipped with nitrogen 
injection. During outages the silos are filled with nitrogen. 

Cholla Generating Station 
Joseph City, Arizona 

Page 6 



Unit 1 has 4 pulverizers; units 2, 3, & 4 have 5 pulverizers. Units 1 - 4 pulverizers are 
provided with water injection. Pulverizer temperature is monitored and used to control the 
tempering air supply. (At 17OOF the “hot Air Blast Gate automatically close; at 175°F the 
Mill & Feeder trips; and at 18OOF the automatic water spray system is activated:) 
Pulverizer amps are also monitored and will trip the unit on high amps, and indication of low 
air supply or wet coal. The differential pressure across the pulverizer is also monitored All 
monitoring is done at the respective control rooms. When a parameter exceeds or falls below 
the accepted norm, an audible alarm sounds to alert the operator The mill automatically trips 
above 200°F. Operators will manually activate the water injection. 

Coal Handling 1 2 

The arrangements of the interlocks and barrier valves are similar to NFPA 8503, Standard for 
Pulverized Fuel Systems. This standard calls for an additional dust tight barrier valve in the 
pulverized coal delivery line. The units at Cholla do not have these and none are 
recommended based on the fact that the system was designed to the standards in effect at 
the time. 

- -- 

3 i 4 
I 

Pulverizers 4 - one per 
burner level 

5 - one per burner 5 - one per burner 
level level level 

5 - one per burner 

1 Lbs. Per Hour I 34,000 I 48,000 I 48,000 1 54,000 1 
Annual Coal 
Usage 

3,650,000 tons per year - all units 

4.2.4. Steam Boilers 

Nameplate data for the water tube boilers is located in the summary table above. Units 1, 2, 
and 3 are negative draft boilers. Units 4 & 5 are positive pressure. 

All units at Four Corners have completely automated burner management systems 
Combustion controls meet NFPA standards. 

Burners for Unit No. 1 use natural gas igniters. The igniters provide 5% of the full-load coal 
burner ratings. When running under a reduced load or at shutdown, the igniters are started 
and proven and coal systems are taken out of service one complete pulverizer system at a 
time. Each igniter has its own automatic spark. Each burner has flame supervision that is 
interlocked to shut down the boiler on an unsafe condition. High and low gas pressure 
interlocks, combustion air interlocks, and loss of power interlocks are installed on the gas 
burners. There is an automatic purge with a minimum 25% airflow with shutoff valves on the 
gas-fired burners proven in the closed position. Unit No. 1 burner management system has 
been recently upgraded. 

All burners for units 2, 3, & 4 have oil igniters. The igniter burners have low oil pressure 
supervision, low atomizing pressure supervision, loss of power interlocks, and 15-second trial 
for ignition and flame failure interlocks. The warm-up guns are proven in the closed position 
prior to ignition. These have low oil pressure supervision, low atomizing pressure supervision 
and loss of power supervision. The igniter flames have to be proven in a 15-second trial for 
ignition. 

Boiler feed pumps (two per unit) are provided with a lube oil system. Sprinkler protection 
provided above the boiler feed pumps. The BFWP’s are Allis-Chalmers 1015 GPM pumps 
(type BBDH-11; Unit 1 and 2). Adequate containment and protection is provided. The feed 
pumps are electric motor or steam driven. The lube oil pumps are monitored in the control 
room. There are no spare feed water pumps. 
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Each unit has two FD and two ID fans. Also units 1, 2, & 4 have booster fans for the 
scrubbers. Unit No. 4 has a primary air fan for the mills. Each fan has independent lube oil 
systems. There are no large reservoirs. 

The following conditions will cause a master fuel trip: (partial list) 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Loss of both feed water pumps 
High or low furnace pressure 
Loss of induced or forced draft fans 
Loss of all flame 
Boiler control loss of power 
Feedwater high conductivity/low flow 
Boiler feed pump low suction 
Steam low temp 
Condenser low vacuum 
Boiler high temperature 

4.2.5. Steam Turbine Generator Sets (T-G) 

Nameplate data for the T-G sets is located in the summary table above 

The lube oil tanks, seal oil units, and bowsers (filtering system for main lube oil tank) for all 
units are located on ground level. Lube oil tanks range in size up to 20,000 gallons. 
Adequate containment andlor drainage are provided for the reservoirs. Some of the gravel 
sumps were dirty, and a minor rec. to clean them was written. It could not be determined if 
concentric piping is used on some of the lube oil lines. Protection is provided over the tanks 
in Units 1 - 4. See Protection section for more details. The seal oil system for Units 1 is 
outside of the Turbine Building and is unprotected. Grounding is provided for all lube oil 
hazards. Note: Turbine lube oil is Mobil DTE 797 F.P. = 405°F 

Hydraulic control. systems are separate from lube oil systems for Units 2, 3, & 4. The 
hydraulic oil is Fyrquell, a listed fire resistant fluid. Accordingly, no special protection is 
required for oil reservoirs and valves. Unit 1 has a common lube oil and hydraulic system 
(Because the lube oil tank for Unit no. 1 is located outside the turbine building, no sprinkler or 
water spray protection has been provided or recommended .). 

Hydrogen for cooling the generators is stored in two 30,000-gallon tanks located 
approximately 75-ft. southwest of Unit 1. The area is fenced. Piping is run mostly outdoors 
Each generator has a separate alarm panel for monitoring hydrogen purity and temperature 
Low hydrogen purity (< 88%) indicates an explosion potential. The hydrogen alarm panels 
are monitored in the respective control rooms. Hydrogen detectors are provided along the 
iso-phase bus. 

The COz generator purge system is used during startup. The header is located on the south 
side of Aux Bay of each unit. The C02  bottles must be manually connected. The system IS 
not considered reliable for fire protection. 

The following turbine generator unit trips and alarms are provided: (partial list) 
0 

0 

Reheater Protection 
0 Exhaust Hood High Temp 

Buss low voltage 
SSO relay 
Turbine excess vibration 
Feedwater High/Low pressures 
Low air flow 

Loss of net 90% power 
Boiler control loss of power 
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All fires 

Main turbine shaft pump 
Bearing oil low pressure 
Turbine overspeed 
Mt. Thrust bearing wear 

Loss of generator stator Coolant 

4.2.6. 

The control & computer room for unit No. 1 is located on the second floor (smoke detection 
provided at the ceiling of the computer room associated with Unit no. 1 ). The control & 
computer room for unit No. 2 & 3 are located on the third floor. Unit no. 4’s control and 
computer rooms are located in a 3-story building attached to the turbine deck associated with 
unit no. 4. 

Control RmlComputer RmlCable SpreadinglRmlBattery RmKabling 

The cable spreading rooms have grouped cables at the ceiling level. Penetrations in and out 
of the rooms are sealed. Overall cable loading is moderate to heavy, and smoke detection is 
needed in the offices and maintenance shop located beneath the control room for Unit no. 4. 
All other cabling spreading areas have adequate smoke detection and seals around cable 
penetrations. A fire should be limited to the cable spreading rooms only.) Cable trays are 
limited to four levels. 

Grouped cables are present in several areas underneath the turbine deck. Protection IS not 
provided in all areas (Le. - area between units 2 & 3 (columns H-17 to K-25) &just east of the 
lube oil tanks for Unit 3). The areas are mostly noncombustible. With a quick response from 
the plant fire brigade, the fire will be controlled. 

The Alarm Relay Panel (ARP) Rooms associated with Control Room 2-3 and 4 are 
located in the cable spreading and MCC Rooms below the respective control room. 
The ARP Rooms have suspended ceilings and are protected by newly installed smoke 
detection systems. 

Each battery room is provided with adequate ventilation and rated electrical equipment. 

4.2.7. Pollution Control 

Unit 1 is equipped with wet scrubbers for control of fly ash and sulfur dioxide. Flu gases pass 
through a whirling spray of liquid (water + calcined lime) which traps and carries away the 
particulate and combines with the sulfur dioxide to remove it from the gas stream. There are 
no unusual fire hazards associated with the process. The scrubber, reheat box, and outlet 
duct have some FRP lining. The ID fans are rubber lined. The stack for unit 1 is acid brick 
lined. There is a major effort to replace the rubber lining with stainless steel. 

Unit 2 is equipped with a wet scrubber similar to above. 

Unit 3 has an electrostatic precipitator for particulate (dust) removal. Inlet and outlet gas 
temperatures are monitored in the control room with automatic safety shutoffs Oxygen IS 

also monitored in the control room. 

Unit 3’s gases are not scrubbed because the common stack for units 2 & 3 is considered a 
single source by environmental agencies. The combination of scrubbed and unscrubbed 
gases from the stack meets current environmental standards. Separate liners are installed 
inside the concrete stack for each unit. Unit 3 liner is steel and unit 2 liner IS plastic 

Unit 4 is equipped with both electrostatic precipitators The exhaust stack IS steel lined Inlet 
and outlet gas temperatures are monitored in the control room with automatic safety shutoffs 
Oxygen is also monitored in the control room. 
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4. 

UNIT NUMBERS 1 2 

Main Westinghouse Westinghouse * Westinghouse 
Transformers 

Ser. # 7002213 Ser. # 7002214 , Ser. # 7002929 

I 

TransformerslSwi tc h yardslDistri bu t ion 

KVA 

Gallons of Oil 

40,000 12,500 35,000 35,000 

2,450 4,005 4,497 3,576 

I I 

KVA 

Gallons of Oil 

1 140,000 1 305,000 1 305,000 1 400,000 I KVA 

35,000 35,000 40,000 

11,613 11,613 5,482 

I Voltage in/out I 13,200/230,000 1 21,400/525,000 1 21,400/525,000 21,4001525,000 

1 Gallonsof Oil I 14,500 I 21,200 1 21,200 I 22,800 

All transformers are installed over reinforced concrete gravel filled basins Unit nos 1, 2, 3, 4 
have containment basins (pits) with metal grate covers over them at ground level The 
curving around the pit for Unit no. 1 will be raised 6” to prevent process water or rainwater 
from other areas running into and filling the pit. 

The transformer involved in the May 5, 2004 fire was manufactured by General Electric 
(445 MVA). It was replaced by a unit manufactured by Westinghouse (400 MVA). Note 
that Westinghouse manufactures the main transformers for Unit nos. 2, 3, and 4 and all 
are “7 series” units. 

The main transformers for units 2, 3, & 4 are separated from the auxiliary transformers with 
20-ft. high concrete blast walls. 

The main transformer for unit 1 is separated from the auxiliary transformer by 25 ft In 
addition, the auxiliary transformer has been equipped with an automatic deluge system. This 
is tolerable; however a fire originating in the main transformer will consume the aux 

~ 

transformer 

The auxiliary transformers for Units 2, 3, & 4 (two per main) are separated by 8 ft. and 
expose each other. It is understood that the start-up and stand-by transformers can serve as 
auxiliary transformers. Accordingly, the loss of either the start-up or auxiliary units will not 
affect production. Additionally, these transformers are on the small side (12 -30 MVA) and 
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the replacement cost was estimated by plant personnel to be between $100,000 and 
$400,000 each. Accordingly, no recommendations are made regarding additional exposure 
protection. 

There is a spare transformer for units 2 - 4 located south of unit 4. 

The switchyard has 69kv, 230kv, and 345 kV transmission lines. 69kv is local for Shilo and 
Kings Canyon. 230kv is for Flagstaff. 345kv connects with the Four Corners plant. 

4.2.9. Ware houses and Ad m i n st ration Bu i Idi ng 

There are two main warehouses (Building No. 10 & 52) 

Buildinq No. 10 Warehouse (Main Warehouse): 

This is a steel frame butler type building approximately 22,800 sq.ft. Storage ts in single and 
double row racks plus shelf units. The racks are 7 ft. overall depth, 1 ft. longitudinal flue 
spaces and 6 in. transverse flue spaces every 8 ft., storage on wood pallets and solid wood 
shelves (8 ft. X 3 % ft.), 56 ft. long, with storage to a maximum 12 ft. high. Building height is 
20 ft. 

Storage is mostly spare parts (i.e. motors, valves, pumps, etc.) in cardboard boxes and on 
wood pallets. There where several pallets of rubber belts & parts. The spare parts are 
considered class II commodity. 

Central Warehouse: (Issuinq Warehouse) 

This is a steel frame butler type building approximately 14,400 sq f t  Storage is mostly in two 
single and four double row racks. The double row racks are 7 ft overall depth, 1 ft 
longitudinal flue spaces and 6 in. transverse flue spaces every 9 ft , storage on wood pallets 
or slatted shelves, 45 ft. long, wtth storage to a maximum 18 ft high The roof IS sloped with 
26-ft. peak and 18 ft. sides Storage consists of metal and electrical parts (motors) in 
cardboard boxes and crates. 

Approximately 25 % of the shelving was noted to be solid plywood. Management indicated 
that they would reduce the amount of solid shelving and keep it on the lower levels of 
storage. This should be reviewed at each survey. 

Storage is mostly spare parts (i.e. rubber belts, hoses, office forms rollers, etc ) Worst case 
is plastic. 

Storage above the mezzanine is pipe insulation solid piled and in small racks 

The Planner’s Warehouse 

A new approximately 7,500 sq.ft. warehouse was constructed on the southwest side of 
the plant grounds. It is used to store mostly metal parts, electrical wiring, 
miscellaneous furnishing (chairs, tables, etc), and insulation in cardboard boxes on 
racks 10 to 12 feet high. Construction of the warehouse is metal on steel frame roof 
and walls, and a concrete floor. The building is 1=2 stories and in not sprinklered. 

The Administration Building is a 2-story with basement structure. Construction consists of 
built-up decking roof, brick walls, and concrete floors. The 2-story section of the building is 
24,000 sq.ft., with the basement having 13,000 sq.ft. The basement area is sprinklered. 

The Machine Shop is in two sections. There is a 2-story section totaling 15,276 sq.ft. Its’ 
occupancy consist of Administration and Planning Offices on the 2”d floor, and a machine 
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shop on the 1'' floor. The second part of the building is l-story, totaling 13,750 sq.ft. It is 
used exclusively as a machine shop. Construction consists of built-up decking roof, concrete 
block walls and concrete floor. Housekeeping is considered very good. The building is not 
sprin klered. 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAM 

The plant uses a combination predictive and preventive maintenance The plant utilizes a 
computerized maintenance program “Maximo”. This program stores historical maintenance 
data and automatically generates work requests for routine maintenance items The program 
also tracks spare parts and inventory Computer software changes have been implemented 
to “track” bag-logged fire equipment and system testing and servicing Approximately 80% of 
the backlogged items have been addressed. (Submitted as a maintenance item) 

The maintenance planning was setup per a combination of manufactures recommendations, 
codes, and plant experience. The majority of the program was setgp per plant experience 

The maintenance schedule for each B-T-G set is as follows, Approximately every 3 years is a 
minor shutdown, and every 10 years is a major overhaul 

5.2. INSPECTION PROCEDURES 

Thermography 

Substation Maintenance & Construction Group out of the Dear Valley Office conducts 
thermography. Most of recent tests should be maintained at the facility. The engineering 
department at this facility owns and utilizes an IR camera annually. 

Oil Analysis 

Oil analysis (Screen & Gas) is conducted on all of the transformers semi-annually. 

Vibration Monitorinq 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relays 

The protective relays should be re-calibrated every 3 years. 
protective relays are maintained on this schedule. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 
Relief Valve Testinq 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Cathodic Protection 
The storage tank cathodic protection and grounding systems are checked on a scheduled 
basis. 

Cathodic protection on the underground gas piping & tanks is also checked on 
scheduled basis. The suction and discharge piping for all three fire pumps (two diesels 
and one electric driven pump) has been replaced. 

Fire Protection Equipment 

Fire protection equipment is inspected regularly: 

1. Monthly: Visual inspections on fire extinguishers, fire pump churn testing 

Most of the facility’s main 
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5.3. 

5.4. 

0 

2. Quarterly: Hydrants are flushed, Hose Cabinets visually inspected, “Inspectors Test” on 
sprinkler system. Fire alarms. 

3. Annual: Service fire extinguishers, fire hydrants, PRV’s testing, fire pumps, and special 
extinguishing system (Halon Systems). 

Note: Annual “dry trip” test on pre-action systems and smoke detection systems 
should be conducted. “PM” software changes should be developed to indicate if 
delinquent (pass due) annual, quarterly, monthly, or weekly 
testinglmaintenancelinspection protocols are not met. This item has been placed on a 
maintenance list. 

SAFETY MANAG EM ENT 

This plant has a good safety management program. All programs are fully documented The 
safety department monitors; training, contractors, incidents, violations, etc. 

Conrad Spencer meets monthly with Dan Hyde to discuss fire protection issues. 

A written emergency manual covering emergency procedures, evacuation, and mitigation 
plan is in place. 

A written pre-plan has been developed and implemented for bunker (silo) fires 

The facility has a no smoking policy in critical areas. 

There are documented “good” Hot Works and Lock-out-Tag-Out Procedure/Program for the 
facility. 

There is a documented “good” fire protection impairment program for this facility 

MISCELLANEOUS 

PCB’s 

According to plant officials, there are no PCB transformers on the generating site. There are 
two transformers in the 69kv switchyard with PCB’s (between 50 and 500 PPM) Additionally, 
there are some PCB bushings and capacitors. There are three bushings in Unit 3 Auxiliary 
Bay (first floor). These units have one gallon each and have been tested to have less than 
84 PPM of PCB’s. The units are inspected monthly. 

Additional PCB’s are located in the capacitor bank on the north side of 1-40 (over 1,000 feet 
from the plant). These are inspected monthly. Please see file for list of all PCB’s at the site 

Asbestos 

There is asbestos located in the plant. The majority is reported to be in Unit 1, primarily in 
pipe and boiler insulation. Unit 4 has some asbestos in the expansion joints of the 
electrostatic precipitators and in some gaskets and roofing material, however most has been 
removed (3 or 4 joints left). There is also some asbestos in Units 2 scrubber and Unit 3 
precipitator deck. 

There is a good program for abatement and removal of asbestos 
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6. PROTECTION 

6.1. FIRE WATER SYSTEM 

The main fire protection water supply is from two 270,000-gallon above ground water tanks 
The water levels in the tanks are automatically maintained by float valves and electric pumps 
These pumps take suction from on-site wells. There are 21 electric deep wells which, 
reportedly, can supply up to 18,000 gpm. These on-site wells also supply Cholla Lake 

There are three automatic starting horizontal fire pumps (two diesel, one electric) taking 
suction from the above 270,000 gallon water storage tanks. All pumps are UL-listed and 
rated at 1,500 gpm at 125 psi and 1,750 rpm (diesels) and 1,800 rpm (electric). 

Results of the fire pump tests indicate that the fire pumps preformed below the pumps’ 
respective rated curves. However the level of their performance was above a remedial 
or an acceptable level. Because the relief valves for each pump have been properly 
adjusted, and the pumps’ impellers have been checked and cleaned, it is believed that 
there maybe obstructions in the suction lines or supply to each of the pumps. The 
suction piping for the fire pumps should be checked for obstructions. There are plans 
to replace the suction and discharge piping for all three fire pumps (two diesels and 
one electric driven pump). 

The two diesels and the electric fire pumps were tested during his survey. The annual 
fire pump performance tests were conducted at the time of  the scheduled survey for 
this facility. A review and evaluation of the test results indicated that, diesel driven fire 
pumps “A” and “B” only preformed at 89% and 95% of their respective rated pressure 
designs. Each of  the last 3 years the performance of the pumps as decreased 
approximately 2% to 3% per year. Based on isolation testing techniques, new suction 
piping replacement, internal pump inspections (clean impellers), it is  determined that 
the pumps (and impellers) associated with these two diesel drivers have worn to a 
point that their performances are below or near unacceptable levels to be considered 
reliable and sufficient fire water supply pumps. In order to  improve and provide an 
acceptable and reliable fire water supply to meet the anticipated fixed water sprinkler 
and manual fire fighting needs the two diesel driven fire pumps should be replaced 
with similar rated units (1500 gpm @ 125 psi). Attention is directed toward the 
RECOMMENDATION section of the report for more details. 

There is a continuous running service waterljockey pump (referred to as the Seal 
Water Pump - rated at 1,500 gpm and 125 psi, which takes suction from the same 
270,000 water storage tank noted above. To reduce rate of “ware” on the 
recommended replacement fire pumps (Diesel “A” and “B”) in the future, strong 
consideration should be given to “divorcing” service water usage from the emergency 
fire water underground main systems (This separation should include make-up water 
for cooling towers, scrubbers, and other plant operations). 

Note: Local management in agreement; replacement pumps have been ordered. A 
major project has been approved to provide service water to key plant operations from 
service wells (not the fire water underground system). This will greatly reduce the 
need to use the fire pumps to supply plant operations. 

There is a secondary supply for the unit 1 fire loop. A 1,500 gpm @ 65 psi fire pump, taking 
suction from the pond in unit 1 intake area. This is a back-up supply for unit No. 1 loop only 
Note: This system is to be valved out. Removal will not decrease water supply or reliability 

The fire pumps feed a well gridded loop underground system consisting mostly of 12 in 
pipes. 

There are three pressure-reducing valves set at 65 psi located on the incoming lines to Unit 1 
loop system. The PRV valves were installed because of management’s concern that the old 
underground piping may rupture as a result of over-pressurization. Testing of these valves 

Cholla Generating Station 
Joseph City, Arizona 

Page 15 . 



indicates that they are mal-functioning. As a result of the valves mal-functioning, inadequate 
water supplies are noted for the fixed water-based system on the eastern side of the plant 
and for manual fire fighting efforts in that area. These valves were replaced. Procedures for 
testing and servicing the new valves has been developed and implemented. 

Over the years there has been an increasing amount of mill use taken from the fire water 
system. The major reason is the firewater is a clean reliable source. Management has taken 
an active approach to reduce the amount of mill use on the firewater. Areas of use include; 
lime slaking, Unit 2 scrubber, etc. It IS estimated less than 1000 gpm is used for service 
water. The service watedjockey pump supplies this demand 

The three 500-gpm firewater booster pumps located on boiler Nos. 2, 3, & 4, and one 
pump for boiler no. 1 with an unknown rating, were removed from service. These 
pumps did provide hose stream water supply to the boiler decks. Testing results of 
these pumps has indicated that they (along with the small fed piping) are inadequate to 
supply sufficient water to the boiler fronts for effective manual fire fighting needs. A 
“dry standpipe” system should be installed (See “RECOMMENDATIONS” section for 
details). The “dry standpipe” system has been installed on Unit no. 4. 
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6.2. SPRINKLER PROTECTION, BUILDINGS AND INDOOR EQUIPMENT 

Automatic sprinkler protection is provided as follows: 

Area 
of 

Application 

Coal Conveyor 11 

Coal Conveyor 12 A & B 

Coal Conveyor 24 

Coal Conveyor 25 (E & W) 

Coal Conveyor 31 &35 

Coal Conveyor 32N & 32s 

Coal Conveyor 33E & 33W 

Coal Conveyor 34N & 34s 

Coal Conveyor 36N & 36s 

HYDRAULIC DESIGN DATA 
I I I 

Design Design Design Head Head 
System Density Area Demand Pressure Type Size 

Type gpmlsq.ft. (sq.ft.) (gpm) (Psi) ( O F )  (in.) 

Deluge 0.25 Entire 485 86 Open Unk 

Deluge 0.25 Entire 592 82 Open Unk 

Deluge 0.25 Entire Unk Unk Open ' Unk 

Deluge 0.25 Entire 502 44 Open Unk 

Deluge 0.25 Entire 1,018 99 Open Unk 

Deluge 0.25 Entire 633 82 Open Unk 

Deluge 0.25 Entire 1,593 99 Open Unk 

Dry 0.25 Entire 680 147 286 Unk 

Dry 0.25 Entire 680 147 286 Unk 

~ 

Coal Conveyor 41A & 418 

Coal Conveyor 42A & 428 

Coal Conveyor 43A & 43B 

Coal Conveyor 44A & 448 

0 Dry 0.25 Entire 313 143 286 Unk 

Dry 0.25 Entire 436 144 286 Unk ~ 

Dry 0.25 Entire 372 140 286 Unk 

Dry 0.25 Entire 433 138 286 Unk 

Coal Crusher Tower No. 1 

Coal Crusher Tower No. 2 

Auxiliary Transformer Unit 1 

Lube Oil Reservoir Unit 1 

Lube Oil Res. Unit 2,3,4 

H2 Seal Oil Units 2,3,4 

Boiler Fronts Units 2,3,4 

I CoalConveyorCarUnload 1 Deluge 1 0.24 I Entire 1 1,760 1 65 1 Open I Unk 1 
Dry 0.25 Entire 405 93 286 Unk 

Dry 0.25 Entire 764 82 286 Unk 

Deluge 0.35 Entire 277 56 Open Unk 

Deluge 0.35 Entire 399 58 Open Unk 

Deluge 0.35 Entire Unk Unk Open Unk 

Deluge 0 35 Entire Unk Unk Open Unk 

2, 3 Wet 0 35 3,500 Unk Unk Unk Unk ' 1 

0 

4 Wet 

Unit 1 Below Turbine Deck Wet 0.20 5,000 1,500 115 286 % 
Design No. 1 

Unit 1 Below Turbine Deck Wet 0.30 3,000 1,150 135 286 % 
Design No. 2 
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-- 
HYDRAULIC DESIGN DATA 

I 

Unit 2 Below Turbine Deck 
Design No. 1 

Area 
of 

Application 
I 

Wet 0.20 5,000 1,757 84 286 Y2 

Unit 2 Below Turbine Deck 
Design No. 2 

Wet 0.30 3,000 1,764 116 286 % ---I 
Unit 3 Below Turbine Deck 

Design No. 1 

Unit 3 Below Turbine Deck 
Design No. 2 

Unit 4 Below Turbine Deck 
Design No. 1 

Unit 4 Below Turbine Deck 
Design No. 2 

Building No. 1 O-Warehouse 

Building No. 52-Office 1 Wet I 0.18 I 3,000 1 1,186 1 110 1 165 ! % I 

Wet 0.20 5,000 1,687 109 286 Y2 

Wet 0.30 3,000 1,644 129 286 72 

Wet 0.20 5,000 1,784 121 286 x 

Wet 0.30 3,000 1,090 128 286 Y2 

Wet 0.25 3,000 91 0 49 286 x 

Building No. 52-Warehouse 

Building No 52-Mezzanine 

Building No 6-Basement 

Fire Station 

Reclaim Conveyor 4-7 

Fire Pump House 

Partial sprinkler protection is provided below the turbine deck for all units. This protection 
was installed in 1991. Protection is provided over the lube oil hazards and ancillary 
equipment. Sprinkler plans for these areas are located in the file. There are several areas 
below the turbine decks with grouped cabling and no sprinkler protection. These areas were 
evaluated and determined additional protection is not warranted. 

~~ 1 Wet 0.30 4,000 1,290 104 286 17/32 

Wet 0.41 2,000 845 71 286 17132 

Wet Ordinary Hazard DNA DNA 165 Y2 

Wet 0.1 5 1,500 413.07 70.21 200 ‘11 

Deluge 0.25 Entire ? 7 Open Y1 

Wet 0.35 Entire 693 75 212 Y2 

1 

One sprinkler head was installed over each boiler feed water pump. There are also heads in 
the adjacent area. 

The unit No. 1 below turbine deck sprinkler system takes its supply upstream of the PRV’s 

Sprinkler protection for crusher tower Nos. 1 & 2 is provided on the top level and the 
intermediate solid level. All remaining levels are steel grated. The system on the top 
level provides protection for three levels. Protection is considered satisfactory, in the 
crusher area including the concealed areas of the structure. There was several 
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I t 

maintenance type items associated with the sprinkler protection for Crusher Tower 1 
(obstructed, missing, andlor damaged sprinkler heads). These items were submitted 
under separate cover in a maintenance type list to the local plant management for 
correction. 

The cooling towers are not provided with sprinkler protection. In the event of a fire significant 
damage is expected to the cooling tower. No additional damage can be expected due to 
space separation. NFPA recommends sprinkler protection. APS provides wetdown systems 
to keep the cooling towers wet when not in operation. Based on the low fire frequency and 
“Business Interruption” is not covered under this policy, sprinkler protection IS not being 
recommended at this time. 

Unit no. 1 has a common lube oil and hydraulic control system and is located outside the 
building structure. Protection is not provided for the hydraulically controlled throttle and 
control valves. Protection is not being recommended at this time since manual fire fighting 
efforts are expected to minimize exposures. 

Automatic protection for the T-G bearings has not been recommended as a result of 
underwriting arrangements, and an on-site fire brigade. 

Automatic water spray protection is provided for the Pulverizer/Silos (Unit nos. 1 through 4) 
High temperature devices actuate the water spray systems. The systems are designed to 
inject water above and below the each unit’s mill bowls. 

Sprinkler protection has been extended over the old coal track feeders & conveyor 

6.3. *FIRST AID PROTECTION 

There is an adequate amount of private fire hydrants & hose stations. An ample amount of 
fire extinguishers are provided. 

A refurbished fire truck (Manufacturer-“Emergency-One”) was purchased in 1998. The 1992 
fire truck has a 1,250-gpm pumper @ 200 psi: with a 750-gallon tank The pumper has a 
monitor nozzle (fog & stream) as well as a 1,000 gpm foam nozzle The truck is equipped 
with 800’ of 5” hose. The pumper needs to have capacity tests under rated draft conditions 
every 2-years. 

Rating: Gear ratio 1 to 2.1 5 

1,260 gpm @ 150 psi with 1,530 rpm’s 

881 gpm @ 200 psi with 1,650 rpms’ 

630 gpm @ 250 psi with 1,830 rpm’s 

There are 35-5 gallon containers of “Fire Aid” and 3-5 gallon containers of AFFF foam 
on the fire truck. 

6.4. *FOAM 

The plant has additional 38-5 gallon containers of “Foam-Aid” and 1 1-5 gallon Containers of 
3% AFFF foam in the Fire Station. Joseph City Fire Department has 1000 ft of LDH (Large 
Diameter Hose). The Joseph City Fire Department has 2,000 gallons of foam available for an 
emergency at this facility. 
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6. *SPECIAL PROTECTION SYSTEMS 

6.6. 

6.7. 

6.8. 

6.9. 

The plant's fire department has decided to maintain a supply of "foam" solution known as 
"Fire Aid-2000 as the main plant foam solution, when responding to a lube oil fire. This 
product is designed for Class A & B fires. Information concerning the product is located in 
the Starr Technical Risks - Los Angeles Office. 

Snuffing steam is provided for each pulverizer on units 1 through 4. The mill automatically 
trips above 200°F. Operators will manually activate the water injection. 

Each silo is equipped with nitrogen injection. Typically during the outages the silos are filled 
to limit air gaps. 

A total flooding Halon extinguishing is provided above and below the raised floor in the unit 
No. 4 computer. The Halon system is pyrotronics, with activation from cross-zoned smoke 
detectors. There are two 260-lb. bottles. The computer room IS approximately 36 ft X 36 ft 
Design information is not available. 

PUBLIC FIRE DEPARTMENT 

The nearest public fire department is in Joseph City, AZ. This is a volunteer department with 
approximately 30 people. They have two pumper trucks rated at 1000 gpm & 750 gpm The 
fire department carries 1000 feet of LDH and Foam. The plant has a contract with Joseph 
City Volunteer Fire Department to ensure that Joseph City will respond when called Joseph 
City is dispatched via pagers from signals sent from the Navajo County Sheriff's Dispatch 
Center (constantly manned). 

EMERGENCY ORGANIZATION 

There is a minimum of 7 fire brigade member on each shift. There are a total of 31 fire 
brigade members at this facility. Re-fresher training completed by each fire brigade member 
during a shift once'per month. All members are trained and certified as/in EMT's, CPR, First 
Aid, and Confined Entry Rescue, The fire brigade has completed advanced structural fire 
fighting and Haz Mat training. Response time is approximately 5 to 10 minutes. 

MUTUAL AID 

There is a county wide mutual aid agreement with the city (Joseph City) and county fire 
departments. Many of the mutual aid volunteer fire fighters for the Joseph City Fire 
Department work at this generating station. The mutual aid agreement with Joseph City Fire 
Department is documented and is on file at the facility. 

SECURITY AND ALARMS 

Fire Alarms 

Smoke detection is provided in the following areas: 

1. Unit 1 cable spreading/relay area. 
2. Unit 1 main MCC 
3. Unit 2 & 3 cable spreading/relay/control panel room 
4. Unit 2 & 3 ESP MCC room 
5. Unit 4 relay room 
6. Unit 4 ESP MCC room 
7. Units 1-4 Computer Room 
8. Switchgear for coal handling 
9. APRRoom 
IO. Scrubber Control Room (2-3-4) 
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0 
Smoke detection systems should be provided for the entire Administration Building’s 
(including the “computer work station room” and computer room), and the battery 
room associated with Unit no. 1’s battery rooms. See the RECOMMENDATION section 
for more details. 

The new Allen-Bradley Programmable Logic controller (PLC) system was installed to monitor 
field devices such as smoke detectors, valve position indicators, water flow alarms, air 
pressures, fire pump, and water storage tank levels. The new PLC replaced the existing 
IPAC brand multiplexers and controller. An additional operator training has been provided on 
the new system with scheduled “refresher” training incorporated into the program. The 
system will be put on the LAN for access to reports. 

Heat Detectors are provided over the lube oil hazards. 

See Management Programs for testing. 

Watchman and Security 

A full perimeter fence provides site security. Additionally, there is a security guard on duty 24 
hours a day, 5 days/week and daytime Saturday and Sunday. There is no security officer at 
the front gate from midnight Friday until 8 am Saturday and from 6 pm Saturday until 10 am 
Sunday. Watchman rounds are conducted within the plant grounds on night shifts. 

A security guard mans the main gate Monday to Friday from 5 am to 5 pm. CCTV IS used to 
monitor alternate gates and various yard areas. During those times when the front gate IS not 
manned or when there is no security officer on site, gates are monitored via CCTV in the Unit 
1 control room. 

Recorded watchman tours are conducted after 5 pm daily, 7 days a week. Two to three tours 
are conducted each night. 
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7. LOSS I RISK INFORMATION 

7.1. SITE VALUES 

7.2. 

Breakdowns of site values (Bldg., Tanks, M&E) are not provided. These are 2004 
values. 

The 100% values are: 

Unit 1,2, 3, & 4 $1,058,745,033 

BI is not insured. 

Extra Expense- 

$1,058,745,033 

$1 0,000,000 
$1 0,000,000 

Transmission & Distribution-Substation Equipment $605,387,383 

The value of the T&D equipment is included in the site values, but are not apart of the 
Loss Estimates calculations. 

LOSS ESTIMATES 

(Based on Estimated Values from Starr Tech Guidelines) 

FIRE AND EXPLOSION: 

The Amount Subject 
The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the sjsterns 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

Amount Su bj ect/E M L : PD - $410,362,482 or 39% 
BVEE - $1 0,000,000 or 100% 
Total - $420,362,482 

The Amount Subject considers a fire on the turbine-generator bearings for Unit no 2. With no 
manual emergency response to this fire, and no fixed protection operating, we could expect 
to loose the most of the Turbine/Boiler/Control Room Structures for Unit nos. 2 and 3. Some 
auxiliary equipment & structures, transformers, cooling towers, Administration Building, 
Warehouse, Maintenance Buildings, and Unit nos. 1, & 4 are adequately detached and 
would not be involved in this fire scenario. This loss would consume approximately 75% of 
the two units (partial separation and unit structures prevent the loss damage from being 
100%): (Value based on insured reported plant values.) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

$273,574,988 [value of each Unit (2 or 3)] x 2 = $547,149,976 (total value of Unit nos. 2 
and 3) 

$547,149,976 (total value of Unit nos. 2 and 3) x .75 = $ 410,362,482 (P.D. value) 
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The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 

Probable Maximum Loss: PD - $42,000,000 or 4 yo 
BI/EE - $lO,OOO,OOO or 0 Yo 
Total - $52,000,000 

The PML considers a fire involving the turbine-generator lube oil and hydrogen system and 
oil reservoir (located on the level beneath the turbine deck) associated with Unit no. 4. The 
fire will involve a release and ignition of the lube oil and hydrogen. The definition of a PML 
event considers that the primary means of protection out of service, and the emergency 
shutdown procedures are impaired or inoperative. [There is no sprinkler protection provided 
over the turbine bearings, however, sprinkler protection is provided over the lube oil and 
hydrogen-seal oil equipment.] This means that the primary protection over the lube oil and 
hydrogen-seal oil equipment is impaired and out of service. The fire is expected to cause 
major damage to Unit no. 4's turbine-generator set, and its support equipment & systems; 
with a well trained, equipped and responding structural fire fighting brigade, and good water 
supply, the loss would be limited to Unit no. 4 entire turbine-generator set, and its support 
equipment & systems. A 350 MW steam turbine-generator (Based on the Starr Tech 
"Reference Guide" dated 212001) would cost approximately $35,000,000 to replace, 
plus $7,000,000 in structural, support equipment & system damage. This loss value is,  
4.3% of the reported site value. 

$35,000,000 (cost of 350 MW unit) + $7,000,000 (structural, support equipment 
damaged) = $42,000,000 (total PML-PD loss estimate) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $1 0,500,000 or 1% . 
BI/EE - $5,000,000 or 0 Yo 
Total - $1 5,500,000 

The NLE considers a fire involving the turbine-generator lube oil and hydrogen system and 
oil reservoir (located on the level beneath the turbine deck) associated with Unit no 4 The 
fire will involve a release and ignition of the lube oil and hydrogen. The definition of an NLE 
event considers that the relevant fire protection and emergency shutdown procedures 
functioning and operating as expected; . [There is no sprinkler protection provided over the 
turbine bearings, however, sprinkler protection is provided over the lube oil and hydrogen- 
seal oil equipment.] With a well trained, equipped and responding structural fire fighting 
brigade, adequate sprinkler protection for the lube oil and hydrogen systems, and good water 
supply, the loss would be limited to 30% of Unit no. 4's turbine-generator set, and its support 
equipment & systems. 

A 350 MW steam turbine-generator (Based on the Starr Tech "Reference Guide" dated 
2/2001) would cost approximately $35,000,000 to replace 

$35,000,000 (cost of 350 MW unit) x .30 (loss scenario damage to unit) = $10,500,000 
(total NLE-PD loss estimate) 
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The down time is expected to last 6 months, however, business interruption coverage is not 
provided under the current policy; only $1 0,000,000 in extra expense. Only $5,000,000 of the 
$1 0,000,000 is extra expense would be utilized. 0 
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8. PROPERTY RECOMMENDATIONS 

8.1. COMPLETED RECOMMENDATIONS 0 
2001.02b,f Smoke Detection (Maintenance Shops & MCC Building) 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr , 

Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below 

P RIO RlTY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property andlor business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Star Technical Risks Agency, Inc. suggests that 
these items be given top priority in risk improvement planning and budgeting. 

IMPORTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADVlS6RY 

Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be established. 0 
8.2. NEW RECOMMENDATIONS 

PRIORITY RECOMMENDATION 

2005.01 
Smoking materials not properly extinguished or left unattended, can result in fires causing severe 
damage and property loss. The potential for such fires drastically increases when smoking is 
permitted in restricted areas involving flammable vapors, or combustible occupancies To eliminate 
an ignition source, the present “no smoking” policy should be updated 

The management program designed to evaluate, educate, and correct deficiencies associated with 
the “no smoking” policy should be revisited with all employees. The policy should be discussed with 
all employees and the importance of proper adherence to the corporate guidelines should be 
emphasized. Discarded smoking materials (cigarette butts) were noted in the following areas 

a. Beneath the pedestal associated with Unit no. 2’s turbine-generator near the hydrogen-seal 
oil equipment. 

b. Behind the 2-3 Control Room Console (east module). 

C. On firing level 3 associated with Unit no. 4’s boiler (southeast corner) This is a coal laden 
area. 

d. The MCC located at the ground level of Crusher Tower 1. 

Enforce the “No Smoking” Policy 
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IMPORTANT RECOMMENDATION 

2005.02 Fire Pump Replacement and Water Supply Separation 

The annual fire pump performance tests were conducted at the time of the scheduled survey for this 
facility. A review and evaluation of the test results indicated that, diesel driven fire pumps “ A  and “B” 
only preformed at 89% and 95% of their respective rated pressure designs. Each of the last 3 years 
the performance of the pumps as decreased approximately 2% to 3% per year. Based on isolation 
testing techniques, new suction piping replacement, internal pump inspections (clean impellers), it is 
determined that the pumps (and impellers) associated with these two diesel drivers have worn to a 
point that their performances are below or near unacceptable levels to be considered reliable and 
sufficient fire water supply pumps. 

In order to improve and provide an acceptable and reliable fire water supply to meet the anticipated 
fixed water sprinkler and manual fire fighting needs the following should be done: 

a. The two diesel driven fire pumps should be replaced with similar rated units (1500 gpm @ 
125 psi). 

b. To reduce rate of “ware” on these recommended replacement fire pumps in the future, strong 
consideration should be given to “divorcing” service water usage from the emergency fire 
water underground main systems (This separation should include make-up water for cooling 
towers, scrubbers, and other plant operations). 

Note: Local management in agreement; replacement pumps have been ordered. A major project 
has been approved to provide service water to key plant operations from service wells (not the fire 
water underground system). This will greatly reduce the need to use the fire pumps to supply plant 
operations. 

0 

8.3. ATTENTION TO PRIOR RECOMMENDATIONS 

2001.01 “Dry” Standpipe Systems 

To aid in manual fire fighting efforts on the boilers associated with unit nos. 1, 2, 3, and 4, a 
system of “dry” standpipes should be installed on each. This arrangement of piping, valves, 
hose connections, and allied equipment should be installed on the boiler structures, with the 
hose connections located in such a manner that water can be discharged in streams or spray 
patterns through attached hose and nozzles, for the purpose of extinguishing a fire, thereby 
protecting the structures. The following should be included in the design of the “dry” 
standpipe system: 

a. A Class I system of standpipe should be installed on each boiler structure 

I 
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b. 

C. 

d. 

e. 

f. 

g. 

Note: 

Hose connections should have external National Hose Standard (NHS) threads, for 
the valve size specified, in accordance with N.F.P.A. standard no. 1963, “Standard 
for Fire Hose Connections”. Hose connections should be equipped with caps to 
protect the hose threads. 

All valves controlling connections to water supplies and standpipes shall be listed 
indicating valves. 

The system should be hydraulically designed to provide the required waterflow rate at 
a minimum residual pressure of 100 psi (6.9 bar) at the outlet of the hydraulically 
most remote 21/2-in. (63.5-mm) hose connection and 65 psi (4.5 bar) at the outlet of 
the hydraulically most remote ?1/2-in. (38.1-mm) hose station. 

For Class I systems, the minimum flow rate for the hydraulically most remote 
standpipe should be 500 gpm (1893 L/min). The minimum flow rate for additional 
standpipes should be 250 gpm (946 L/min) per standpipe, with the total not to exceed 
1250 gpm (4731 L/min). 

All designs and arrangements should be in accordance with N.F.P.A. standard no, 
14, “Standard for the Installation of Standpipe, Private Hydrants, and Hose Systems 
2000 Edition”, and no. 1963, “Standard for Fire Hose Connections”. 

Plans for this protection should be submitted to Starr Technical Risks Agency, Inc. 
for review and comment prior to installation. 

Flow test of the present “wet” hose stations indicated inadequate flow and 
pressure at the various stations. These flow deficiencies were contributed to 
inadequate pumping supplies at each of the boilers and the small piping supplying 
the various stations. 

2001.02 Smoke Detection System (Revised May 2004) 

In order to respond to abnormal conditions in a prompt manner, and to reduce the magnitude 
of fire damage, a smoke detection system should be provided for the following areas This 
recommended detection should be monitored in a constantly attended location (control 
room). 

c. 

d. 

e. 

The Administration Building’s “computer work station room” and the computer room 

The battery room associated with Unit no. 1. 

Below the raised floor of the computer room associated with Unit no 1 

All Starr Technical Risks Agency Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in 
loss control and safety procedures No responsibility for management and operation of loss control and safety procedures IS assumed 
by Starr Technical Risks Agency, Inc Neither the Company’s right to make inspections nor the making thereof nor any report thereon 
shall constitute an undertaking. on behalf of or for the benefit of the Insured or others to delermine or warrant lhal such property is safe 
or healthful, or is in compliance with any law, rule or regulation No insurance coverage which an application may have been submilled 
to the Company is deemed to be approved or bound in any manner 
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175 Water Street-29” Floor, New York, NY 10038 
I 2005 BOILER AND MACHINERY REPORT 

Pinnacle West Capital Corporation 
Arizona Public Service Company 

Cholla Power Plant 
P. 0. Box 188 

Joseph City, AZ 86032 
Policy 41 01 135 

Date of Survey: 0819-1 112005 Engineer: Kenneth Steele 

Policy Number-STA-4101135 

Personnel Contacted: Mr. Conrad Spenser, Plant Manager 
Mr. Ben Preusser, Production Manager 
Mr. Rick Taylor, Operations Manager 
Mr. Wayne Finner, Engineering Manager 
Mr. Eddie Fawcett, Production Supervisor 
Mr. Jacob Tetlow, Overhaul Planning Manager 
Mr. Bob Young, Boiler Planner 
Mr. Johnny Penrod, Shift Supervisor 

0 Description: 

Mr. Earl Castillo, Operations’ Planner 

- 
The Cholla Power Plant is located approximately three miles east of Joseph City, Arizona, south of 
Interstate highway 40. It is presently in operation, with all units base loaded. Access to the plant is by 
paved, all weather roads. It has good access to a major highway and rail service 

The total rated capacity of the plant is approximately 1,017 MW. However, due to the upgrade with Unit 2, 
the plant is able to generate 21 additional MW. The station is of the outdoor type, with 3 separate control 
rooms. These are “Outside Units” and all turbine/generator sets have “Doghouse” type enclosures for 
protection from the elements. 

Electric power is produced in four coal-fired boiler turbine generator (BTG) units The combined net 
generating capacity is 995 megawatts (MW). Construction of the first unit was completed in 1962. The 
second unit was completed in 1978, and the third in 1980. The fourth unit was completed in 1981. All four 
of these units are base loaded. 

Units 1, 2 and 3 are owned and operated by APS. Unit 4 is owned by Pacificorp (100% of unit specific 
equipment and 37% of equipment shared with other units) and operated by APS. 

There are a total of about 120 maintenance personnel, 82 operations personnel and 15 Coal Handling 
Dept. With the exception of the Coal Handling Group, the plant is run on a two-shift operation. The coal 
handling personnel are on an eight-hour shift. Each shift has 2 supervisors and 14 operators and 3 coal 
handling personnel. Maintenance personnel work day shift only unless called out for emergencies. 

Black start capability is not provided. Power can be back-fed from auxiliary transformers that are 
connected to the high voltage switchyard located next to the plant. There is a black start contingency 
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plan company-wide, that is reviewed annually. Diesel generators are provided for safe shut down power 
only. 

Electric power is stepped up through individual transformers on each unit to the switchyard located next 
to the plant. The voltage in the switchyard is on two systems. The lower voltage system IS 230 kV, and 
the higher is 525 kV. The transformers in the yard vary in size from 4,500 to 300,000 kVA. Power from 
the switchyard is sent to the regional grid in the Western U S .  

Units 1 and 2 are cooled by water from Cholla Lake, immediately east of the plant site Units 3 and 4 
have cooling towers. 

There is one spare transformer for use as a GSU for units 2-4. It is sealed but does not have a nitrogen 
blanket. 

Changes Since Last Inspection: 
Unit #2 Boiler/Turbine/Generator (BTG) outage was completed in April/May 2005. In addition to the BTG 
the valves were also dismantled. This included a rotor upgrade consisting of a new HP/IP rotor and also 
a new inner cylinder. They also replace the LP Turbine L-0 and L-I blades. The same upgrade is 
scheduled for Unit 3 in 2006. 

All transformers at the Cholla Station received a screen test and Dissolved Gas Analysis (DGA) in 
2004/2005. These were all reviewed and there was some gassing observed. The plant is aware of this 
condition and is monitoring the units. 

The plant currently has three new transformers on site. In September of this year, Transformers 23A 8, 
238 are to be replaced with the two new Prolec, 44 MVA units. The better of the two old units will be 
refurbished and kept for a spare. The other new transformer is an ELlN (ETG) 504 MVA. This is a spare 
that can be used as a GSU for units 2,3 or 4. The plant will also replace the GSU and AUX transformers 
associated with Unit 1. They are waiting on bids at the present time. The two old unit 1 transformers will 
be kept for spares. 

The plant is well aware of the transformer problems that have occurred over the past two years 
throughout the industry and have taken great measures to bring their units up to reliable condition 

RECOMMENDATIONS 

Past Recommendations: 
MRC -B-00-08-01 ( High) - Transformers - An equipment contingency plan should be developed for loss 
of Unit 1 generator step-up transformer. It should be documented and reviewed annually. 
Comments: To be effective, an equipment contingency plan should contain at least the following 
information for each piece of equipment: 

Identification - Nameplate data, plant equipment name and number, location 
Installation, removal and dismantle specifications and requirements 
Name(s) of employee(s) responsible and/or knowledgeable about or qualified to work on the 
equipment. 
Location of technical manuals and owners information. 
Supplier information (names, addresses, telephone and fax numbers, agreements concerning 
spares availability and service shop). 

All Starr Technical fisks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in 10s 
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0 
Transportation constraints (weight and height limits for railroads, bridges, etc., special 
vehicle requirements) 

conveyance 

Special rigging requirements (crane, bridging, jacks, etc.) 

Planslagreements with carriers and shipping companies (possible/potential shipping problems, 
agreements to expedite, availability of special vehicles, rail cars, etc.) 
Building or structural modifications required for removal and installation. 

Foundations, supports, frame sizes and partial disassembly requirements. Can available (not 
identical) spares be installed on existing foundation or support structure without major 
modifications? 

Follow-up 09/26/2002(Resolution: A contingency plan is being developed and is 15% complete.) 
Follow-up 03/05/2003(Resolution: Progress continues and is now about 20% complete.) 
Follow-up 03/05/2003(Resolution: Progress continues and is still about 20% complete.) 
Follow-up 08/11/2005(Resolution: This recommendation is being completed with all of the new 
transformers purchased and to be installed. There are also going to be spares on site. The 
required tests are now scheduled through the Maxim0 Maintenance system. Data on the unit is 
being updated. This recornmendation is complete and will be removed. 

ST-02.2 Attemperator Spray Nozzles- 
In viewing past records, there was no evidence that either the Reheat or Superheat attemporator 
nozzles/liners have been inspected. These should be inspected after 15 years of service and every 5 
years thereafter. We recommend these be examined at the next scheduled outage. (Priority) 

Follow-up 09/26/2002 (This has been added to the overhaul plans and all units will have inspections 
conducted by 2005.) 
Follow-up 03/05/2003 (The Reheat and Superheat Attemporators for Unit 3 were completed during this 
Spring 2003 Outage). 
(Follow-up 0811 1/2004) All units with the exception of unit 2 have now been completed. Unit 2 will be 
completed during the next scheduled outage. 
Follow-up 08/11/2005 (Resolution: The Unit 2 Attemperator Spray Nozzles were inspected during 
this past April/May outage. This recommendation is complete and will be removed. 

UNIT ONE 

ST-04-08-11.01-Drum level indicator: The lower hand wheel is missing. Code states that the gage 
glass can be valved out but must be operable. Replace the missing wheel. 
Follow-up 08/11/2005 (Resolution: Repairs were completed on 10/27/2004. This recommendation is 
complete and will be removed. 

T-04-08-11.02-Condensate line: There is a leak in the condensate line at the DA tank. The line is the 
condensate from the IP heater to the DA. It could not be determined where the leak was, because of the 
insulating pad. Investigate and repair at the first opportunity. 
Follow-up 08/11/2005 (Resolution: Repairs were completed on 08/19/2004. This recommendation 
is complete and will be removed. 

ST-04-08-11.03-1A AIR PREHEATER: It sounds and feels as though there is a rough spothub in the 
heater gearbox or wheel. Investigate and determine if further action is required. 
Follow-up 08/11/2005 (Resolution: The plant is continuing to monitor this unit and will conduct an 
infernal investigation during a rnini-outage in October 2005. 

All Starr Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in loss 
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UNIT TWO 
ST-04-08-1 I .04-Drum level indicator: There is a leak on this unit. Due to the construction of the unit it 
could not be determined which probe is leaking. The side cover will have to be removed to locate the 
leak and then repairs can be made. 
Follow-up 08/11/2005 (Resolution: Repairs were completed on 08/23/2004. This recommendation 
is complete and will be removed. 

ST-04-08-11 .O!i-SOOT BLOWER R6 & 3L: The drive chain on this soot blower is very slacked It IS 
hanging down about 5 inches below the unit. The chain on Soot blower 3L IS also slacked. The chain is 
wearing a grove in the braces under the chain and it may get caught and break with the lance in the 
boiler. The chains should be adjusted. 
Follow-up 08/11/2005 (Resolution: Repairs were completed on 08/23/2004. This recommendation 
is complete and will be removed. 

UNIT THREE 
ST-04-08-11.06-DRUM SAFETY VALVE: The steam drum southwest safety valve appears to be leaking 
past the seat. The drain on the watershed is plugged and water is spilling over the top Repair the safety 
valve at the first opportunity and unplug the drain. 
Follow-up 08/11/2005 (Resolution: Repairs have been completed to the safety valve. The drain 
lines are being cleared. This recommendation is complete and will be removed. 

ST-04-08-11.07-BUCK STAYS PIN: The buck stay in the northwest corner of this unit appears to have a 
pin that is worn or the hole has become elongated. Determine which is worn and make necessary 
repairs. 
Follow-up 08/11/2005 (Resolution: Repairs were completed in February 2005. This 
recommendation is complete and will be removed. 

UNIT FOUR 
ST-04-08-11.08-FEEDWATER HEATER #I: The relief valve is leaking past the seat. Repair at the frrst 
opportunity. 
Follow-up 08/11/2005 (Resolution: This still exists and will be repaired at the first opportunity. 

ST-04-08-11.09-COAL PIPE FLANGE: There is a coal leak at the flange on the boiler at the 51'~ level in 
the northwest corner fine coal powder is blowing outside the boiler. This is the 2"d line down from the top 
Repair at the first opportunity 
Follow-up 08/11/2005 (Resolution: Repairs were completed on 08/14/2004. This recommendation 
is complete and will be removed. 

ALL UNITS 
ST-04-08-11-10-TRANSFORMER DGA TESTS: At the present time the DGA (Dissolved Gas Analysis) 
and Screen tests are conducted on all GSU, STATION SERVICE, AUX. and STANDBY Transformers 
Annually! We recommend that the DGA test be conducted every six months on all of these units It is 
also recommended that the DGA test be conducted on all Westinghouse Seven Million Series 
transformers every six months. 

All Stam Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in l o s b  
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Follow-up 08/11/2005 (Resolution: All transformers have been tested and are set up on a regular 
schedule through Maximo, the plant maintenance system. This recommendation is complete and 
will be removed. 

NEW RECOMMENDATIONS: 
The following new recommendations were discussed with plant management: 
UNIT 1 
ST-05-08-11-01 Cross over heater: The shell side safety relief valve is leaking past the seat and should 
be repaired or replaced at the first opportunity. 

ST-05-08-11-02 HP Drip line to DA: The HP drip line from the scrubber has excessive movement. This 
line is encapsulated and some material could come loose. The line should be more secured and some 
areas may need to be re-encapsulated. 

UNIT 2 
ST-05-08-11-03 ERV: The ERV (Power Pop) is valved out of service. This valve should be repaired and 
placed back in service. This valve allows the operator to relieve the pressure on the boiler in an 
emergency condition. 

UNIT 3 
ST-05-08-11-04 Drum Level gage glass: The gage glass bottom flange is leaking. The unit is valved 
out as allowed by code. However, code states that the valve must be operable. If the valve leaks, it 
would prohibit personnel from operating it in the event it was required. The leak should be repaired 

ST-05-08-11-05 ERV: The ERV (Power Pop) is valved out of service. This valve should be repaired and 
placed back in service. This valve allows the operator to relieve the pressure on the boiler in an 
emergency condition. 

0 
UNIT 4 
ST-05-08-11-06 ERV: The ERV (Power Pop) is valved out of service. This valve should be repaired and 
placed back in service. This valve allows the operator to relieve the pressure on the boiler in an 
emergen'cy condition. 

ST-05-08-11-06 Soot Blowers 2L &2R: The drive chains for these two units have excessive slack 
These should be adjusted to prevent possible hang-up that could occur with the lance in the boiler This 
would cause the lance to become bowed or burned-off. 

ADDITIONAL SUGGESTIONS: The bearing metal temperature probes on this unit appear to be 
reading incorrectly. The same applies to the RTD in slot #9 (GT4259). These should be further 
evaluated. 

Uniform Loss Events: There are no changes to these events. 
Unit 41ST 445 MVA Transformer BIM PML - $1,625,000. Extensive electrical damage requiring full 
rewind. B/I loss 43 weeks. 

Unit 4/ST 445 MVA Transformer B/M EML - $2,750,000. Catastrophic damage to transformer core and 
tank. Replace transformer. B/I loss 50 weeks. 

Unit 4 GE Steam Turbine 375 MW B/M PML - $12.5 Million Major blade failure with rotor and diaphragm 
damage caused by water induction. Requires removal of rotor for repair. B/I loss 6 months 
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Unit 4 GE Steam Turbine / Generator 375 MW B/M EML - $37.5 Million. Catastrophic overspeed, entire 
'turbine /generator destroyed. B/I loss 18 months. 

Unit 4 CE Boiler B/M PML - $12.5 Million. Replacement of superheater/waterwalIs due to low water. BII 
loss 90 days. 

Unit4 CE Boiler B/M EML - $88 Million. Massive steam explosion with damage outside the Object Bil 
loss 360 days. 

2004 
2005(YTD) 

Inspection Comments: 
During this visit I conducted an in-service inspection of all four Units. The following are the 
results from the inspections and a portion of the work completed during scheduled outage 
outages: 

Hours Factor Starts 
8,056 88.37 91.71 16 1 
4,344 99.05 100.00 0 0 

UNIT 1 
I YEAR I Online I Equiv. Avl. Factor I Availability 1 Hot Starts 1 Cold 

Unit # I  was out of service 02/26/04-03/20/04 for a scheduled Major Boiler Outage. Also during this 
outage the Turbine Valves were dismantled. The Turbine and Generator were not dismantled during this 
outage. However, numerous electrical tests were accomplished on the generator and the turbine 
bearings were removed, cleaned, inspected and the Thrust and # I  journal bearings were retrofitted. The 
following is a partial list of tasks completed during the scheduled outage: 0 
BoilerlAssociated Auxiliaries 
During the 2004 outage, a thorough internal inspection was accomplished by plant personnel of the water 
walls, back-pass, economizer and bottom ash sections. The boiler was chemically cleaned, tube samples 
were taken from the WMI, Pendant Superheat and reheat sections and sent to a lab for analysis for 
examination and analysis. 

There were numerous areas of the boiler that had tube erosion caused from the soot blower operation. 
These were either pad welded or erosion shields installed or both. There were other areas where existing 
shields previously installed had to be repaired. Two additional view ports were installed on the front wall 
to allow viewing of the superheater section. 

Structural Integrity examined the seamed header. There were no apparent concerns Alstom, inspected 
the Superheat and Reheat attemperators and there were no unusual conditions observed. 

All boiler safety valves were dismantled, cleaned, inspected and repaired as required. The valves were 
reinstalled and were hydro-set after the boiler was returned to service 

The DA Tank and Storage tank were opened, the nozzles and trays removed. Several of the nozzles in 
the DA were required to be replaced. They also NDE 20% of all welds in the DA and 100% of the welds 
in the Storage Tank. There were no indications found. 

As with all boiler outages at this facility, there was an inspection of the High Energy Piping Portions of 
the Main Steam, Hot-Reheat and Cold-Reheat were examined and replications and boat samples were 
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taken. There was also a boat sample taken on the MIS line adjacent to the throttle valve. All results were 
satisfactory. 

Aptec conducted critical pipe hanger inspection while the lines were hot and also cold. There were 3 
hangers observed topped-out or near that mark during the hot inspection and 5 that were observed during 
the cold inspection. As a result of the inspections a total of 6 hangers were recommended to be adjusted 
and this was accomplished during the outage. 

All fans were NDE and minor indications were found and these were ground out and re-examined and 
were okay. 

Valves 

The Governor, Throttle, Interceptor and Reheat Stop valves were all dismantled, dust blast cleaned, 
inspected using dye-penetrant, magnetic and ultrasonic methods. This included all components including 
the stems, plugs, springs, seats, studs and bonnets. 

Repaired the #I, #4, and turning gear deflectors. Inspected the weldments to the throttle valve steam 
chest to turbine shell and steam piping per OEM recommendations as described in TA 200001 1. 
Replaced both steam lead flange gaskets. 

IN -SERVIC E IN SPECTl ON 
On August 9, 2005, an in-service inspection was conducted on this unit. At the time of the inspection the 
unit was generating 11 5 Mw with a reactive load of +39.9 MVAR. The unit has a 5 MW restriction due to 
a Scrubber pluggage. The boiler drum pressure was 1928 psi and the superheat temperature was 961' 
"F" and a reheat temperature of 966' "F". The throttle pressure was 1796 psi. All four-coal pulverizers 
were in service feeding al 16 burners. The following equipment was also in service, two condensate 
pumps, two circ water pumps, and two boiler feed water pumps. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and throughout 
the plant indicated that this unit was operating satisfactory and with-in design parameters. 

The highest bearing vibration being recorded was 4.0 mils. This reading was on the vertical probe of 
number four bearing. Additional readings were as follows: 
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*There was a decrease in the number 4 bearing vibration from last visit. This is most likely an erroneous 
reading. 

A walk down inspection of the unit was conducted and the following observations were made: 

BOILER 
All boiler safety valves were examined and all were free and unobstructed. There was no leakage 
observed from any of the Drum safety valves. 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays 

All soot blowers in service were examined and there were no unusual conditions noticed. 

All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition. 

The DA Tank and all feed water heaters were examined and all vessels were operating satisfactory and 
appropriate levels were witnessed. All safety appurtenances were valved in. There is a lot of movement 
in the HP Drip line to the DA. This could cause the encapsulated insulation to fall out. 

The Cross-over Feed water heater Shell safety relief valve is leaking past the seat. 

All coal pulverizers in operation and feeder pipes were inspected and there were unusual conditions 
observed 

TU RB IN EIG EN ERATOR 
At the time of this inspection, the unit was generating 115 Mw. There were no unusual conditions 
observed. All gauges, meters, monitors and recorders examined in the control room and through out the 
plant indicated this unit appears to be operating satisfactory. 

All turbine/generator bearing oil flows, temperatures and pressures were adequate. 

All generator phases were equally loaded and there were no signs of overheating. 

UNIT 2 

This unit was removed from service on April 1, 2005 for a scheduled outage. The outage was extended 
for horizontal joint repairs, HP inner cylinder lugs, coupling spacer, HP shaft face. This plant should be 
commended for the amount of work that was accomplished during this outage. The following is only a 
brief scope of the tasks that were reported completed during the scheduled outage. 
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BOILER 

The drums were opened and inspected by plant personnel. There were some minor repairs required. 
Structural Integrity teams inspected long seam welds on high-energy headers in the penthouse and on 
the reheat sprays. Results were within required parameters - no problems noted. Both the main steam 
and the reheat sprays were inspected. Results were all within required parameters. 

Fifty, front wall tubes were replaced at the point of roof penetration. Two roof tubes were also replaced 
because they were well below min wall thickness. A significant number of the corner tubes above the 
burners were replaced also. Longview inspection personnel inspected the left furnace wall for hydrogen 
damage. All results were within required parameters. There were several tubes on the back wall that 
showed blisters from past internal hydrogen damage. These were all replaced. 

Evidence of erosion damage was noted on the back pass. Substantial numbers of weld repairs were 
completed and shields installed. A significant amount of pad welding was completed around the soot 
blowers. 

During this outage a new 3/8 inch 316 S/S seal trough with a new seal trough flush nozzle design was 
constructed and installed. All four seal trough drains were changed and the size increased to 4 inch and 
routed to the overflow weir. Two drains were also installed in the center of the north/south sides of the 
trough to be used in the future (capped off). 
Installed new style drip screens and U bolts. 
Changed out the clinker grinder boxes and installed new clinker grinders, drives, sprockets, chains and 
one new motor. Installed new wear liners in the throat of the ash gates, cladded the hopper walls behind 
the clinker grinders, changed out the transitions under the clinker grinders. 

Formed and pumped the top 6 ft all around the hoppers with new refractory (Flow cast FSM). 

Dust Collectors: Changed out 626 outlet tubes, 680 spinners, 28 inlet tubes, and replaced 4 areas of the 
tube sheet approx. 4ft X 4ft with corten metal. 

The “ A &  ”B” FD fans were opened and inspected and Non-destructive examinations (NDE) were 
conducted. There were no unusual conditions reported. All of the inlet damper arms and balls were 
replaced with a machined arm and % in balls. New bushings and tubes were installed on the inlet 
dampers. 

An NDE was performed on the “ A  & “B” ID fans: On “ A  unit, Cracks were found in the fan hub This 
was replaced with the spare. Installed new shaft seals and tiled all areas in need. 
There were no cracks found on the “B” ID fan. All old wear pads were removed from each blade 
Installed new wear plates and side liners. After repairs were completed, an NDE was again conducted 
and found no cracks after repairs. 

Scrubber inlet guillotine gate seals: The Mosser design had two % in thick gates on each tower. 
Removed the down-stream gate and put new seals, blowers and ductwork on each gate. Set limits on all 
4 gates - lubed up drive chains and cleaned the entire duct inside the outlets. 
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Replaced all the top bearings, shafts, bottom bearings and shaft, and put spring steel seals on the bottom 
of the Scrubber bypass dampers. 

“A BID fan: Installed bracing in the inner and outer discharge duct to keep it from cracking. Rebuilt the 
duct on the upstream and downstream side of the discharge expansion joint - approximately 6” both 
ways. Installed a new discharge expansion joint. Repaired cracks in cladding inside fan housing Inlet 
housings had the rubber coating missing in a lot of areas - sandblasted and coated with Duramar 431 0 
“B” BID fan: Rebuilt the duct on the upstream and downstream side of the discharge expansion joint - 
approximately 6” both ways. Installed a new discharge expansion joint. Repaired cracks in cladding 
inside fan housing. Inlet housings had the rubber coating missing in a lot of areas - sandblasted and 
coated with Duramar 4310 

Installed turning vanes in the discharge duct breech to help with the flow - sandblasted and coated all with 
Duramar 4310. Repaired a 2 ft X 3 ft hole in the floor of the duct to the stack and a small hole in the 
upper north corner of the duct by the expansion joint at the stack. 

Replaced all the air heater seals and completed needed repairs. Cut out all old Glycol tubes out of the 
FD fan outlet duct. 
Replaced all the Burner Tips and replaced 4 nozzles with ceramic. Adjusted and freed up all Aux and 
Fuel air dampers. 

Unit 2 Coal piping was in good condition and required minimal work 

On 5/6/05 the plant performed hydro on the boiler. The boiler was pressurized to 1000 Ibs and no leaks 
were found. After the hydro the boiler was chemically cleaned and neutralized a second hydro (Post 
chemical clean) was performed on 5/17/2005. The boiler was pressurized to 1 100 Ibs and no leaks were 
found. 

0 

TURBINE & GENERATOR 

During this scheduled the Turbine was completely dismantled. The HP/IP and LP rotors were removed 
and the rotor was replaced with an upgrade rotor and inner cylinder. The Horizontal joint required repairs 
to remove the warppage. 
A seed LP rotor was obtained and was refurbished at the Siemens/Westinghouse factory in Charlotte, NC. 
The L-0 and L-I rotor’blades were removed and the wheels machined down, and then built back up with 
weld to new measurements. The wheels were then machined for the new manufactured blades with twist 
design. They also lengthened the shaft about two inches. The exhaust flow guides were also replaced. 
The blade ring assemblies were changed out to accommodate the new blades. The turbine bearings 
were modified and GEGO Star Babbitt was used. The HP/IP rotor removed was a BB243 and was 
replaced with a BB243 P.A.; the LP rotor is a BB72 rotor design. The old LP rotor was sent to 
SiemensWestinghouse to be inspected, analyzed and refurbished. This rotor is to be installed in unit 
three in 2006 along with a new upgrade HP/IP rotor. The analysis of the rotor indicated there were 
corrosion, erosion and stress corrosion cracking. The rotor was in bad condition. 

Hytorc nuts were installed on the couplings and main steam leads. 

Rebuilt IP, HP, DA (2), Extraction Steam non-return (check) valves and pneumatic actuators. 
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Removed all Turbine Thermocouples and replaced with new type. 

While the unit was out of service a ”Hot Starts” HPllP heating blanket system/insulation was installed 

During this outage all turbine valves were removed, disassembled, cleaned, inspected and parts replaced 
on an as needed bases, reassembled and installed. The throttle valves (TV’s) received a spiral wound 
gasket modification. GV seats, bonnet sealing surfaces and steam chest bores were weld repaired, 
machined and lapped. Replaced governor, throttle valve and 1 reheat stop valve hydraulic cylinders 

A High Velocity Oil Flush/Hydro-blast was conducted during this outage. 

The Turbine Supervisory instrumentation (TSI) was upgraded to a BIN 3300 displacement 
probes/proximeters during this outage. 

HP/IP and LP rotors replacement resulted in a net gain of 21 MW’s, far exceeding needed MW gain for 
justification of project. 

GENERATOWEXCITER 

The Generator was disassembled and the field removed for inspection. A complete battery of electrical 
tests were conducted. Generator rotor retaining ring were inspected and no unusual conditions were 
observed. The generator stator was completely re-wedged. A generator lead connection was damaged in 
disassembly leading to the discovery that it was improperly installed on initial assembly. All main lead 
connections were inspected and 2 of 3 were installed improperly when unit was built. While Generator 
was disassembled, the bearings, oil deflectors, H2 seals and H2 coolers were cleaned, inspected, 
repairedkeplaced as needed, reassembled and reinstalled. A slope check was done and GSB’s were 
machined to properly align H2 seal rings to shaft. Frame foot loading was attempted but was 
unsuccessful due to style of lifting devices. The Exciter was sent to Charlotte for electrical testing and 
refurbishment. Exciter rotor diode modules were replaced, new wheel insulation was installed and rotor 
was high-speed balanced. 
Replaced generator dew point analyzer. Calibrated seal oil unit pressure switches. Replaced differential 
pressure gauges. Replaced air-side seal oil regulator and emergency air side back-up regulator. 

0 

BALANCE OF UNIT 
Following routine high-energy pipe inspections, it was determined that 8 main steam welds and 4 hot 
reheat welds had to be cut out and re-welded. In addition, 5 main steam welds required some excavation 
and re-welds. 

Installed a new Dog bone Seal @ the Condenser Hot well 

Rebuilt ‘ A  and ‘B’ BFP re-circulating valves, rebuilt ‘ A  and ‘B’ BFP fill valves and installed new REXA 
actuators. ‘A’ and ‘B’ BFP oil and seal water piping modifications to motors and pumps. 

Performed Eddy Current Inspection of Inlet & Outlet CW Lines. 

2A BFP motor was cleaned dipped & baked. Both bearing journals had to be built up and re-sized. Both 
bearings had to be scraped and sized. Installed new modified labyrinth seals and reservoir breathers. 
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Installed new leads and corrected the air gap. 2B BFP motor was found to have cracked rotor bars. It 
was removed and replaced with the spare unit. It will be repaired and used as a spare. 

2A ID fan motor was sent out for inspection and cleaning. It was found to have thrown a cooling fan 
blade, which damaged the winding so this motor required a rewind. A Spare motor has been installed in 
this location. 
2B Booster ID fan was sent out for inspection and cleaning. It was found to have cracked rotor bars. A 
Spare motor has been installed in this location. 

All other 4KV motors (except for the coal mill motors) were Doble tested and results were satisfactory 

Ametek performed PM on both battery chargers. 

Load Test was performed on the Station Batteries by NGH. 

U2 GSU - all 9 bushings were replaced by ABB. The HV bushings required new corona shields, which 
were not originally ordered and had a 2-week lead-time. An internal inspection was performed and all 
electrical tests were done including Doble and SFRA. 

Repaired a temperature detector on 2A Aux transformer. Some of the low voltage connecting straps on 
2A Aux transformer were barely long enough so new straps were ordered from High Country Contacts 
and installed. 
New 480V AC motors were installed on the seal oil unit (Iron Horse) and the Turbine Lube Oil pumps. 
The DC motors were refurbished. 

Installed 2 new generator protective relays. 

New motors were installed on the air preheaters. 

All hangers on both Main Steam and Hot Reheat were adjusted to accommodate a loss of 1” of metal for 
each repair. 

All hangers identified by Aptech Engineering inspections were adjusted. 

Hamon Custoids personnel inspected the stack and reported 2 issues. The first was that the breach had 
sustained major corrosion. Repairs were made. The second issue observed by the inspectors was 
coating problems starting on the bottom cone that will need to be addressed next OH. 

Aptech Engineering did replicas on high energy piping identified by Dan Nass, Corporate Metallurgist 
Preliminary results showed minimal creep damage. 

Flowserve personnel rebuilt all boiler safety valves and 2 MOV’s. 

The circulating pumps were totally disassembled. All fits were checked, and were Ok. The packing 
sleeves on both pumps had such little wear they were re-used. Discharge valve had new limi-torque 
actuators installed. Traveling screens were inspected and found no problems with them. They were 
lubed and oil was changed in gearboxes. 
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All Condensate pumps were replaced with rebuilt pumps. New mechanical seals were installed. Used a 
new type of seal from Flow Serve. The motors had the lube oil coolers replaced with cooler that had been 
cleaned. 
Vacuum pumps had the coolers cleaned and checked for leaks - they were OK. 
EHC coolers were removed and cleaned. We also checked them for leaks - they were OK The cooling 
water lines were replaced with stainless steel. 

The overhaul was completed and the unit returned to service May 25th, 2005. 
21 MW improvement on U-2 heat balance. Project was originally justified on 13MW. Siemens 
Westinghouse projected increase of 15.7 MW based on new heat balance. 

POST OUTAGE IN-SERVICE INSPECTION 
An in-service inspection was conducted on this unit on August 9, 2005. At the time of the inspection the 
unit was generating 291 Mw with a reactive load of -2 MVAR. The boiler drum pressure was 21 10 psi 
and the superheat temperature was 101 5' "F" and a reheat temperature of 101 6' "F". The throttle 
pressure was 1818 psi. Four-coal mills were in operation, feeding 16 burners. Other equipment in 
operation included 2 condensate pumps, 2 circ water pumps and 2 boiler feed water pumps 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and throughout 
the plant indicated that this unit was operating satisfactory and within design parameters. 

The highest bearing vibration being recorded was 2.6mils. This reading was on the vertical probe of 
number seven bearing. This unit was just overhauled, a new rotor installed and bearings reconditioned. A 
new B/N 3300 TSI system was installed. Additional readings were as follows: 

{Prior readinas are not movided from Drevious visit for this unit.) 

0 

*This machine appears to be operating very smoothly. 

A walk down inspection of the unit was conducted and the following observations were made: 

BOILER 
All boiler safety valves were examined and all were free, unobstructed and there was no indication of 
leakage past the seats of any of the safety valves. These valves were recently reconditioned and Hydro 
set. The ERV (Power Pop) was valved out. 

At the time of the walk down the second probe from the bottom was leaking. At the out-briefing I was 
notified this had been repaired. 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays 
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All soot blowers in service were examined and there were no unusual conditions 

All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition 

The DA & Storage Tanks and all feed water heaters were examined and all vessels were operating 
satisfactory and appropriate levels were witnessed. All safety appurtenances were valved in 

TURBlNElGENERATOR 
During this in-service inspection the unit was generating 291 Mw All gauges, meters, monitors and 
recorders examined in the control room and throughout the plant indicated that this unit appears to be 
operating satisfactory. All turbine/generator bearing oil flows, temperatures and pressures were 
adequate. 

All generator phases were evenly loaded and there was no indication of any overheating 

This unit is operating very well and is the result of the combined efforts of Plant Management and all plant 
personnel. During the recent overhaul, a considerably large number of Refurbishments, Capital Projects 
and Maintenance Task were completed. 

UNIT 3 

An in-service inspection was conducted on this unit on August I O ,  2005. At the time of the inspection the 
unit was generating 279 Mw with a reactive load of +22 MVAR. The boiler drum pressure was 2098 psi 
and the superheat temperature was 1007' "F" and a reheat temperature of 101 1' "F". The throttle 
pressure was 1801 psi. Four-coal mills were in operation, feeding 16 burners. Other equipment in 
operation included 2 condensate pumps, 2 circ water pumps and 2 boiler feed water pumps. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and throughout 
the plant indicated that this unit was operating satisfactory and within design parameters. 

The highest bearing vibration being recorded was 2.8 mils. This reading was on the vertical probe of 
number four bearing. Additional readings were as follows: 

(Readinas from Dast visit 08110104 are also orovided.) 

b&I 1.6 I 2.4 I 0.0 I 2.8 I 2.3 I 1.7 I 1.6 I 

1.4 I 1.0 I 1.7 I 1.6 I 0.7 I 1.9 I 1.0 I 
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A walk down inspection of the unit was conducted and the following observations were made. 

BOILER 
Tke watershed drain is still plugged and water is spilling over the top. All safety valves were free, 
unobstructed and there was no indication of leakage past their seats. 

The gage glass bottom flange is leaking. The unit is valved out as allowed by code. However the leak 
should be repaired. 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays. However, the 
buckstay pin in the Southwest corner, one level up from the coal belt is worn or the hole is elongated. 

All soot blowers in service were examined and there were no immediate concerns. 

All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition. 

The DA & Storage Tank and all feed water heaters were examined and all vessels were operating 
satisfactory and appropriate levels were witnessed. All safety appurtenances were valved in. 

TURBlNElGENERATOR 
During this in-service inspection the unit was generating 279 Mw. All gauges, meters, monitors and 
recorders examined in the control room and throughout the plant indicated that this unit appears to be 
operating satisfactory. All turbine/generator bearing oil flows, temperatures and pressures were 
adequate. 

0 
All generator phases were evenly loaded and there was no indication of any overheating 

This unit continues to operate well. This unit is scheduled for a HP/IP rotor upgrade and a LP rotor 
refurbishment in 2006. Low Nox Burners and a Baghouse are scheduled for 2009. 

UNIT 4 

The year 2004 was a bad year for this unit. There were two outages with this unit. The first was a 
scheduled planned outage, and the second outage was a forced outage due to the Unit #4 GSU 
Transformer failure from 5/8/2004-6/6/2004. The transformer and associated buss work and structures 
were replaced. The plant spare transformer was installed. 

The generator was reassembled and placed back in service 6/6/2004. There have not been any 
problems associated with this unit since the last outage. 

An in-service inspection was conducted on this unit On Augustlo, 2005 At the time of the inspection the  
unit was generating 388 Mw with a reactive load of + I  6 MVAR There IS currently a 15 Mw curtailment 

All Starr Technical Risks Agency, Inc inspections and recommendations are purely advisory and tor the purpose ot assisting insured? 111 loss  
control and safetyprocedures No responsibility for management and operation of loss control and safety procedures I S  assumed by 5tdlr  
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175 Water Street-29" Floor, New York, NY 10038 
with this unit. The curtailment is a combination of restriction in the turbine and the 6-point heater being 
out. The boiler drum pressure was 2100 psi and the superheat temperature was 1005~~  "F" and a reheat 
temperature of 1003' "F". The throttle pressure was 1840 psi. There were four coal pulverizers and 16 
burners, two condensate pumps, two circ water pumps, two boiler feed water pumps and all 11 cooling 
tower cellslfans in service. 

A review of all gauges, meters, monitors, recorders and operating logs in the control room and throughout 
the plant indicated that this unit was operating satisfactory and with-in design parameters. 

The highest bearing vibration being recorded was 2.5 mils. This reading was on the vertical probe of 
number five bearing. Additional readings were as follows: 

BOILER 

All boiler safety valves were examined and all were free, unobstructed and there was no indication of 
leakage past the seats of any of the safety valves. The ERV (Power Pop) is valved out 

There was no evidence of distortion of the boiler casing, beams, columns or buck stays. 

All soot blowers in service were examined and the 2R and 2L Sootblower drive chains have excessive 
slack. 

All coal pulverizers in operation and feeder pipes were inspected and there were unusual conditions 
observed 
All fans were examined and there were no unusual conditions observed. All bearing oil temperatures 
were satisfactory and all foundations were in good condition. 

The 6 Point Feed Water Heater was out of service. 

The DA Tank and all feed water heaters were examined and all vessels were operating satisfactory and 
appropriate levels were witnessed. All safety appurtenances were valved in. 

TURBlNElGENERATOR 
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During this visit the unit was generating 388 Mw. There were no unusual conditions observed All 
gauges, meters, monitors and recorders examined indicated that this unit appears to be operating 
satisfactory. 

All turbine/generator bearing oil flows, temperatures and pressures were adequate 

All generator phases were evenly loaded and there was no indication of any overheating. 

Overall Cholla has sound engineering practices in place that meet the Starr Tech best engineering 
practice. Recommendations are offered to enhance the engineering practices already in place, and to 
further the future reliability and availability of the generating units at the station. 

The plant is well managed and maintained in good condition. The plant is generally clean throughout 
except in the coal conveyor areas. The dust suppression system was replaced and this will greatly 
enhance the overall cleanliness of the plant. 

The Cholla Power Plant has a well-defined and aggressive Predictive Maintenance program in place 1 
There are four vibration-trained engineers, three motor monitor trained engfneers and one planner All 
engineering staff is trained in thermography. They conduct monthly oil analysis on all turbines, mills, 
pump drive units and fans. Monthly performance testing is accomplished on critical machinery. Doble 
testing is performed by T & D and all reports are now included in the MAXIM0 maintenance system This 
is a three-week system. 

The plant is aware of all critical high energy piping problems including long seam and seamed headers in 
all of the boilers. They have an aggressive program and utilize the services of Structural Integrity to 
monitor each of these components. 

They also have their own plant Authorized Inspector (AI) (OwnerlUser) and "R" Stamp program 

They have a structured operator-training program. This includes 8 weeks of initial training, 18 months of 
basic skills, and then there are Work force Change (Secondary skills training) and then a 28-day on shift 
training. All Operations personnel are in cycle training and every forth Thursday cycle through safety and 
operation. Recent changes were made to incorporate Heat Rate to the training. Retraining will now be 
required for unit trips that were operator error. The plant is scheduled to start a five-year re-certification 
program. All promotions and advances are determ'ined by their completion of the various stages of 
training and operating performance. 

They have now started a maintenance training that will be very informative and useful for maintenance 
functions. Maintenance personnel will be able to call up maintenance procedures on the computer with 
details on how to perform the required maintenance. They have also started to gather all of the 
nameplate data from all of the equipment and put into the system. 

This plant continues to lead the way in the industry for training. They are working closely with the High 
School and Community College to develop a skilled work force for future positions at the plant. 

All Stan Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the puipose of assisting insuteds iii 1 0 ~ 5  
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If you have any questions or comments regarding this report feel free to contact Kenneth Steele at (71 9) 
598-701 0 or kenneth.steele@aig.com. 
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INSURED: 

OWNER: 

OPERATOR: 

PLANT: 

LOCATION: 

MAILING ADDRESS : 

PLANT PHONE NUMBER: 

BUSINESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 

Pinnacle West Energy 

Redhawk Power Plant 

11 600 S. 363rd Avenue 

Arlington, AZ 85322 
400 N. 5'h Street, MS 5100 
Phoenix, AZ 85004 

602.407.7801 FAX: 602.407.7813 

This plant is a gas-fired combined cycle facility. The plant is attended 
7 days per week, 24 hours a day. There are a total of 45 employees at 
the site (minimum 5 operators per shift). 

Redhawk operations consist of four combined-cycle combustion 
turbine-generators, four heat recovery steam generators (HRSG), and 
two steam turbine generators. The noted equipment is arranged in two 
2 x 2 ~ 1  generator sets. Each set is rated at 529 mega watts. Each set 
contains two combustion turbines (1 70 mega watts each), connected 
to and supplying two HRSGs, in which the two HRSGs (in each set) 
supply one steam turbine (189 mega watts) in each set. The plant's 
total rated generating capacity is 1,058 mega-watts. 

Mr.Scott Takinen, Plant Manager 
Mr. Pete Candeloria, Plant Engineer 
Mr. David Brunson, Production Supervisor 
Mr. Ed Willis, Shift Supervisor 
Mr. Adcock, Marsh Risk Consulting 

LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROPERTY 
AMT. SUB. P.M.L. N.L.E. 

R. & P.P.- $1 72,800,000 $40,000,000 $2,300,000 

B . I ./E.E.- $ 0 $ 0 $0 

TOTALS: $172,800,000 ~ $40,000,000 $2,300,000 



Plant Layout: 

Fire Water System: 

SprinklerlFire Systems: 

Public Fire Department: 

Emergency Organization: 

Overall Rating: 

RISK SUMMARY 

Good Spacing within Units: Good 

Good Management Programs: Good 

Good Inspection: Fair 

Fair Maintenance: Good 

Good Outside Exposures: None 

Good 
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1. REMARKS AND CHANGES 

Recommendation no. 2003.01 (b) requesting detection for the steam turbine-exciter enclosures 
has been completed, and is removed from this report. 

There are two resubmitted recommendations: Recommendation no. 2003.01 request detection 
systems for various areas of the plant; and Recommendation no. 2003.02 request that plant 
fire protection systems and equipment be tested and serviced per NFPA guidelines. 

There were two new recommendations submitted: Recommendation no. 2005.01 recommends 
the sprinkler protection in the warehouse area of the Warehouse Building be extended 
beneath the mezzanine; and Recommendation no. 2005.02 request that thermographic testing 
of plant MCC and switchgear equipment be conducted on a scheduled basis. 

A list of maintenance type items were discussed with plant management at the time of the 
survey, and were submitted under separate cover for consideration and completion: 



2. HISTORY 

Construction on this site began in 2001. The facility began producing power commercially July 31, 
2002. The facility is owned by Pinnacle West Corporation, and operated by a subsidiary known as 
Pinnacle West Energy. 

0 

e 
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3. DESCRIPTION 

This plant is located in Arlington, Arizona (This is approximately 50 miles west of Phoenix, AZ.). 
External exposures considered light from ground vegetation. The plant is accessible from well-paved 
roads. The plant is situated on 1,850 acres; with 500 acres (fenced) being utilized for the power plant. 
The remaining 1,350 acres are used as a buffer from any neighboring facility. The plant is located on 
level ground with good drainage. The plant layout is considered to be good overall, and spacing 
between units is adequate. Structures such as Administration and Maintenance Buildings, and 
cooling towers are adequately detached as to pose no to little exposure hazard to major equipment 
and/or structures. 

Construction is primarily non-combustible. The turbine-generators are on steel and concrete modular 
frames. 

Redhawk Power Plant 
Arlington, A 2  
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4.1. 

~ 

4.2. 

FEEDSTOCK AND PRODUCT LOGISTICS 

This plant operates on demand when the region’s electrical demand exceeds the base load. 
The plant consists of four combined-cycle combustion turbine-generators, four heat recovery 
steam generators (HRSG), and two steam turbine generators. The plant’s total rated 
generating capacity is 1,058 mega-watts. Each of the four combustion turbines is rated at 
170 mega-watts; The HRSG’s are connected to each combustion turbine. Two combustion 
turbines supply two HRSG’s and connect to one steam turbine generator. This arrangement 
is referred to as a 2 x 2 ~ 1  set. The two steam turbine generators are rated at 189 mega-watts 
each. 

SYNOPSIS OF UNITS 

4.2.1. Unit Summary 

UNIT NUMBERS 1 2 

2001 I 2001 I Year Built 

Rated Capacity 170 
(MW) 

BOILER 2-HRSG * 2-HRSG* 
I I 

Manufacturer 1A 1B 2A 2B 

NooterlErickson NooterlErickson NooterlErickson NooterlErickson 

Steam Temp. OF 1050 1050 1050 1050 

Steam Pressure, 1800 
Psig 

I I 952,405 I 9523405 I 9523405 
9529405 Lbs. Of 

SteamIHour 
I I I I 

No. of Duct 3 3 3 3 
Burners, 

Manufacturer 1A 1B 2A 2B 

General Electric General Electric General Electric General Electric 

Rating (mega- 1 170 170 1 170 
watts) I I 7 O  I 
Type Model - 7FA+e Model - 7FA+e Model - 7FAie Model - 7FA+e 

Redhawk Power Plant 
Arlington, AZ 
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GENERATOR 

Manufacturer 1A 1B 2A 2B 

General Electric General Electric General Electric General Electric 

I Voltage(KVA) I 213,700 I 213,700 I 213,700 I 213,700 I 
Voltage (KV) 

Speed, RPM 

Cooling 

3600 3600 3600 3600 

hydrogen hydrogen hydrogen Hydrogen 

Steam 
Turbinelgenerator 

I I 

One Steam TurbinelGenerator for One Steam Turbine/Generator for 2A 
1A& 1B & 2B 

4.2.2. Fuel Supply 

Manufacturer 

Mega-Watts 

KVA 

The combustion turbine units at this facility are powered by natural gas. Natural gas 
is received from El Paso Natural Gas. The natural gas is received at sufficient 
pressure (500 psi) as not to require gas compressors for turbine operation. [El Paso 
Natural Gas supply line is 24 inch. This line is connected one 12 inch line at the 
plant, which reduces to and supplies each turbine set via an 8 inch gas line at the 
noted 500 psi.] 

Alstom Alstom 

189, 189 

240,000 240,000 

4.2.3. PulverizerslSilos 

Not applicable at this facility. 

4.2.4. Combustion Turbine Generators 

Each of the four combustion turbine/generators is rated at 170 mega-watts, and is 
manufactured by General Electric. 

The lube oil reservoirs associated with the each of the combustion turbine units are 
5,073 gallons and are located adjacent to the respective units in containment 
reservoirs, and metal housings. The lube oil reservoirs are protected by total flooding 
COz protection. 

4.2.5. Steam Boilers 

The steam that is generated by the 4 HRSG’s associated with unit nos. 1 and 2 
combustion turbines are used to supply the steam to two Alstom steam 
turbine/generators. The HRSG’s are Nooter/Erickson units designed at 1050 psi and 
952,405 Ib/hr. Each HRSG is provided with duct burners (3). Combustion controls 
and safeguards are considered good for this operation. 

Redhawk Power Plant 
Arlington, A2 
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4.2.6. Steam Turbine Generator Sets 

The two steam turbinelgenerators are rated at 189 mega-watts each, and are 
manufactured by Alstom. 

The lube oil reservoirs associated with the steam turbine units are 4,227 gallons and 
is located on the adjacent to the respective units in storage tanks. These tanks are 
protected by deluge water spray protection. 

Cooling water is provided by two nine cell-cooling towers. These cross-flow 
towers have wooden frames and PVC fills. The units are remotely located from 
all other major plant structures and buildings. The cooling towers are not 
sprinklered. Sprinkler protection is needed, but not recommended as a result 
of the underwriting position on this account. 

4.2.7. AdministrationlControl Room Building 

Administration Building 

The Administration Building is utilized for office operations and control room functions 
(including switechgear and cable spreading). The I-story building is 103’ x 162’. 
Construction consists of built-up metal deck roof, pre-cast concrete panel walls, and 
a concrete floor. The building occupancy consists of administrative offices, control 
room, training, DCS, Relay, and MCC rooms. 

Control Room 

There is single control room that is used to operate all electrical generating units at 
this facility (steam and gas turbine-generators). All equipment and fire alarms are 
monitored in the control room. The control room is located in the Administration 
Building. The room is sprinklered. There is no raised floor in the room. All cable 
spreading/MCC and battery charging (UPS) operations are conducted in other rooms 
within the Administration Building. All openings around wall penetrations are properly 
sealed. The restroom facility is provided with appropriate floor drains. The control 
room is occupied continuously. 

DCS/lnstrument Room 

Adjacent to the control room is the DCS/lnstrument Room. Smoke detection is 
provided for this room, and the alarms are monitored in the control room. Congestion 
and combustible loading are considered low. The small battery and UPS room is 
provided with smoke detection, and is monitored in the control room. There is no idle 
storage in this room. 

Relay and MCC Room 

The relay and MCC Room is located near the control room within the Administration 
Building. The room is protected by a system of smoke detectors monitored in the 
control room. There is a moderate amount of idle combustible loading in the room. 

4.2.8. Pollution Control 

Anhydrous ammonia (29.4 %) injection and CCR (catalyst) are provided for NO, 
control on the four HRSG’s associated with Unit nos. 1 and 2. Each HRSG utilizes 
12 injection points to control NO, emissions. There is a 25,000-gallon tank of 
ammonia for the two HRSG’s associated with unit nos. 1 A and 1 B. There is another 

Redhawk Power Plant 
Arlington, A 2  

Page 6 



second 25,000-gallon tank of ammonia for the two HRSG’s associated with unit nos. 
2Aand 2B. 

Main 1A 1B 
Transformers 

Manufacturer V A Tech V A Tech Pebbles ** 
Pebbles 

4.2.9. TransformerslSwitchyardslDistribution 

2A 2 8  

GE Protec V A Tech Pebbles ** 

UVA 

Voltage inlout (kV) 

Gallons of Oil 

220,000 440,000 333,000 440,000 

18 to 525 18 to 525 18 to 500 18 to 525 

22,719 27,210 28,862 27,210 

Station 
Transformers 

I KVA I 20,000 I 20,000 I 20,000 I 20,000 I 20,000 1 20,000 I 

ABB ABB ABB ABB ABB ABB 

AOR Unit Station AOR Unit Station 

I Gallons Of Oil I 1,779 I 1,779 I 1,779 I 1,779 I 1,779 I 1,779 I 

I 

I KVA I 5,450 I 5,450 I --------- I 5,450 I 5,450 I --------- I 
I 

I Gallons Of Oil I 1,355 I 1,355 I --------- I 1,355 I 1,355 I --------- I 

* The combustion turbinelgenerators for 1A and 2A units fed the Virgina Transformers. 

** The combustion turbinelgenerators and the steam turbinelgenerators associated with the 1B and 
2B units fed into these V A Tech Pebbles main transformers. 

Transformers Dikinq 

All main and station transformers are on concrete pads with gravel basins. In addition, there 
are fire barrier walls and/or adequate separation between main and station units. There is no 
fixed fire protection provided for the units. 

Pinnacle West Corporation to develop contingency plan for identifying station main 
transformer spares and the appropriate replacement protocols. 

4.2.1 0. Warehouses 

Main Warehouse 

The WarehouselShop Building is 75’ x 132’. Construction consists of metal steel on steel 
frame walls and roof, with concrete a floor. This one story building is used for the storage of 
large turbine-generator spare parts, electrical parts, pumps and motors. These parts are 
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stored in double row racks to a height of 12 feet (mostly); and 15’ aisles. At the present time 
the storage configuration is only 50% used. This design of the building’s sprinkler protection 
is considered adequate for the storage commodity and arrangement. A 15’ x 45’ mezzanine 
has been constructed in the warehouse area of this building. It is used to store 
smaller turbine-generator spare and electrical parts. The mezzanine needs sprinkler 
protection. See the RECOMMENDATION section of this report for more details. 

Larqe Item Warehouse 

The Warehouse is 100’ x 200’. Construction consists of metal steel on steel frame walls and 
roof, with concrete a floor. This one story building is used for the storage of metal and 
electrical piping (conduit), cables in boxes, motors, and water treatment chemicals in totes. 
These parts are stored in racks to a height of 14 feet. The building is approximately 350’ 
from any other major building or structure. The building is not sprinklered. Sprinkler 
protection is needed, but not recommended as a result of the underwriting position on 
this account and the mostly relative low combustible loading. There is some lube oil 
storage in 55 gallon drums located in this warehouse. Because the building is not 
sprinklered, it is recommended that the oil storage be relocated to the newly 
constructed Oil Storage Warehouse on the north side of the plant. This item has been 
placed on the maintenance list for consideration. 

Oil Storage Warehouse 

The Oil Storage Warehouse is approximately 2,000 sq.ft. and is adequately detached 
from all major buildings or structures. Construction consists of metal on steel frame 
roof and walls, and a concrete floor. Floor “pitch” makes the entire building “self- 
contained for oil spills. It is located approximately 100’ north of Unit no. 1. It is non- 
sprin klered 

Chemical Storage Warehouse 

The Chemical Storage Warehouse is approximately 2,000 sq.ft. and is adequately 
detached from all major buildings or structures. Construction consists of metal on 
steel frame roof and walls, and a concrete floor. Floor “pitch” makes the entire 
building “self-contained for oil spills. It is located approximately 100’ north of Unit no. 
1. It is non-sprinklered. 

Warehouse 12’ 1 5  SR,DR 3%’&7’ 4 Sprinklers Adequate 

Part of the Warehouse Building is used as a Electrical Shop. The Electrical Shop is 

considered moderate throughout the shop. There is a mezzanine area of the shop which 
is used as a “tool crib”, has been provided with sprinkler protection. 

I separated from the warehouse section by a 2-hour fire barrier wall. Combustible loading is 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAM 

The plant uses a combination predictive and preventive maintenance program. The plant 
utilizes a computerized maintenance program. This program stores historical maintenance 
data and automatically generates work requests for routine maintenance items. The program 
also tracks spare parts and inventory. 

5.2. INSPECTION PROCEDURES 

Thermoqraphv 

Thermography should be conducted on a scheduled basis. It has not been conducted 
in several years. Attention is directed toward the RECOMMENDATION section of this 
report for more details. 

Oil Analvsis 

Oil analysis (Screen & Gas) is conducted on all of the transformers annually. It is 
recommended that these tests be conducted semi-annual. 

Vibration Monitorinq 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relavs 

The protective relays should be re-calibrated every 3 years. The plant installed new DCS 
system equipment with calibrated "protective relays" in 2001 -2202. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 
Relief Valve Testinq 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Cathodic Protection 
The storage tank cathodic protection and grounding systems are checked every 6 months. 
The system is monitored continuously. 

Cathodic protection on the underground gas piping & tanks is also checked on scheduled 
basis. 

Fire Protection Equipment 

Fire protection equipment and systems are NOT inspected regularly. See the 
RECOMMENDATlON section of this report for details on proper servicing procedures, 
and testing schedules. 

Written documentation should indicate the following: 

1. Monthly: Visual inspections on fire extinguishers, the COP systems are visually inspected 
monthly (pressure & tank level). 

2. Bi-annual: Ionization smoke detectors, heat detectors, sprinkler systems 

3. Annual: Fire Extinguishers, C02 systems, Fire Pump Test. 

Redhawk Power Plant 
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5.3. SAFETY MANAGEMENT 

This plant has a written safety management program. All programs are fully documented. 
The safety programs monitors; training, contractors, incidents, violations, etc. A written 
emergency manual covering emergency procedures, evacuation, and mitigation plan is in 
place. 

There are documented “good” Hot Works and Lock-out-Tag-Out Procedure/Program for the 
facility. 

Redhawk Power Plant 
Arlington, AZ 
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6 .  PROTECTION 

0 

6.1. FIRE WATER SYSTEM 

The water supply (combined operations and fire fighting) is provided by a 500-acre ft. 
reservoir. 

There are two  pumps designated as a fire water pumps. There is one electrical and one 
diesel driven fire pump. All fire 
pump alarms [including pump running (both), diesel pump controller in the ” O F F ”  
position & controller trouble, low fuel level1 are monitored in the control room. The 
pumps are used to  supply water to  the fixed water spray/sprinkler systems in the plant 
as well as private hvdrants. 

A test was conducted during the course of the survey on the diesel pump only; with 
results indicating possibly that the relief valve (associated with the diesel driver) was 
not closing completely during testing. To ensure the relief valve operates properly 
under emergency conditions, the pressure on the plant’s underground mains should 
be lowered (by operating a hydrant) approximately 10 psi below the pump’s “churn” 
pressure. This should result in the relief valve closing. See appendix for fire pump test 
data and flow graphs. 

The electric pump was not tested during the course of this survey. It was impaired as a 
result of planned maintenance a t  the time of the survey. 

A water flow test of the available water supply for the facility was conducted; utilizing the 
designated electric and diesel driven fire pumps. Readings were taken from the discharge 
side of the pump and water flows were taken from a hydrant on the northwest side of 
unit no. 1 in 2003 (test results noted below). 

Both pumps are 1500 gprn @ 125 psi rated units. 

Area Design Design Design Head Head 
of System Density Area Demand Pressure Type Size 

Application Type gpm/sq.ft. (sq.ft.) (gpm) (Psi) (“F) (in.) 

--------_ ---_-__-_ Steam Turbine Generator Deluge 0.30 entire 852.81 58.72 
Lube Oil Reservoir (Unit 

no. 1) 

Steam Turbine Bearings Wet 0.30 entire 207 96.31 Unk Unk 
(Unit no. 1) 

WarehouseIMaintenance Wet 0.15 4000 937 84.75 200 O F  K-factor-I 4 

0 

Water test indicates that there is sufficient water to  supply any fixed water 
spray/sprinkler system a t  this facility. 

6.2. SPRINKLER PROTECTION, BUILDINGS AND INDOOR EQUIPMENT 

HYDRAULIC DESIGN DATA 
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Shop 

Pump House Wet 0.30 80 30.53 

Steam Turbine Generator Deluge 0.30 entire 832 
Lube Oil Reservoir (Unit 

no. 2) 
0 

Steam Turbine Bearings Wet 0.30 entire 205.77 
(Unit no. 2) 

6.3. 

13.34 Unk % 

--_----__ ______--- 57 

96.31 Unk Unk 

6.4. 

Detection/Actuation 

Protection Zones * 

C o m m e n ts 

6.5.  

HeaffGas HeaffGas HeaffGas HeaffGas 

1 2 3 1 2 3 1 2 3 1 2 3 

This C02 Tank noted This C02 Tank noted NONE NONE 
at 70% of capacity; 
should be refilled. 

at 85% of capacity: 

6.6. 

Waterflow alarms are needed for the sprinklerlwater spray protection associated with 
the steam turbine bearings on Unit nos. 1 and 2. Attention is directed toward the 
RECOMMENDATION section of the report for additional details. 

*SPRINKLER PROTECTION, OUTSIDE EQUIPMENT AND STRUCTURES 

Sprinkler protection for the Steam Turbine Lube Oil Reservoirs (Unit nos. 1 & 2) are noted 
outside. The design criteria and system demands are noted in section 6.2 (above). 

*FOAM 

There is no foam on site. Responding fire department(s) will determine and provide any 
needed foam solutions.. 

FIRST AID PROTECTION 

Fire extinguishers are provided throughout the site. There is no mobile fire equipment on 
site. 

SPECIAL PROTECTION SYSTEMS 

There are total flooding COP system provided for each of the combustion turbines associated 
with Unit nos. 1 and 2. These systems are arranged with both an initial discharge and an 
extended “run-down” discharge time. [Design for 34% initial concentration; 30% during run 
time of 30 minutes. Each tank is designed for 2 cycles; Written plant protocols indicate that 
tanks should be refilled if the tank capacities are lowered (reach) 80%.] See the table below 
for details: All system alarms are monitored in the main control room. 

*Zone 2: No. 2 bearing tunnel 
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*Zone 3: Lube oil and hydraulic oil compartment 

6 .7 .  PUBLIC FIRE DEPARTMENT 

The Tonopaha Fire Department provides first fire department response. This is a volunteer 
fire department located approximately 10 miles from the facility. It should be noted that most 
of the volunteers on the Tonopaha Fire Department work at the Palo Verde Nuclear 
Generating Station (located 3 miles from the facility). The last familiarization tour was 
conducted on November 8, 2003. The next scheduled tour is planned for October 2005. 
The Buckeye Valley Fire Department is the second responding fire department to this facility. 

6.8. MUTUAL AID 

The facility management has made no "mutual aid" arrangements. 
fire departments will assist each other when called. 

The various local 

6.9. EMERGENCY ORGANIZATION 

There is a documented emergency plan/organization, which is designed to handle fires in 
their incipient stage. 

1 6.10. SECURITY AND ALARMS 

The plant has guard service. This guard service maintains an external present at the front 
(main) gate at all times [During daylight hours there is one guard and he remains at the main 
gate: During night hours there is one guard at the main gate, and one guard that conducts 
random unrecorded rounds throughout the facility. The facility is completely fenced. 
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7. LOSS I RISK INFORMATION 

7.1. SITE VALUES 0 A breakdown of site values (Bldg., Tanks, M&E) is not provided. 

The 100% values are: 

Generating Station $432,837,000 

$432,837,000 

BI is not insured. 

$0 
$ 0  

7.2.  FIRE AND EXPLOSION LOSS ESTIMATES 

(Based on Estimated Values from Starr Tech Guidelines) 

Definitions 
The Amount Subject or  Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

If a fire occurred in the lube oil area of one of the no. 1 gas turbines ( IA  or 18) rated at 170 
MW each, and it was allowed to burn "unchecked" (with no protection) we could expect the 
fire to consume the entire unit no. 1 power generation train. Combustible loading is 
considered moderate. This involve the two-I 70 MW combustion units (and two associated 
HRSG's), 189 MW steam turbine, and associated support equipment and systems. This 
would be approximately 40% of the site value. All other areas and equipment would be 
adequately separate from this building and would not be involved in this fire scenario. B.I. not 
provided under this policy. 

The down time is expected to last 12 months, however, business interruption coverage is not 
covered under this policy only extra expense. 

Amount Subject/EML: PD- $1 72,800,000 40% 

BI/EE- $ 0 

$172,800,000 

Probable Maximum Loss 

Definitions: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 
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The PML considers a fire involving the turbine-generator lube oil and hydrogen system for 
Unit no. 1. The fire will involve a release and ignition of the lube oil and hydrogen. The 
definition of a PML event considers that the primary means of protection (COP extinguishing 
system over turbine oil systems) is out of service, and the emergency shutdown procedures 
are impaired or inoperative. The fire is expected to cause major damage to the 1 combustion 
turbine-generator set, and some support equipment and systems prior to the local volunteer 
fire department employing manual fire fighting efforts. With the good water supply and 
notification procedures, but moderate to slow fire department response (volunteer fire 
department 10 miles away), the loss would be limited to the aforementioned equipment. The 
loss would damage the entire 1A turbine-generator unit. However, the fire would be 
contained mostly to this turbine-generator unit and some support equipment and systems. 
Adequate and operating fixed protection on the steam turbine and 1A combustion turbine 
bearing areas would prevent any major damage to those areas. This loss is expected to be 
approximately 23% of the total value of Unit no. 1 (or 11 % of total site value) for the 2 x 2 ~ 1  
set; or approximately $40,000,000: value based on 2/2001 Starr Technical Risks Reference 
Guidelines 

The down time is expected to last 8 months, however, business interruption coverage is not 
covered under this policy. 

Probable Maximum Loss: PD - $40,000,000 or 11% 
EE - $0 or 0% 

Total - $40,000,000 

Normal Loss Expectancv (NLE) 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $2,300,000 or e2 
0% $0 or BVEE - 

Total - $2,300,000 

The NLE considers a fire involving the turbine-generator lube oil and hydrogen system for 
Unit no. IA.  The fire will involve a release and ignition of the lube oil and hydrogen. The 
definition of a NLE event considers that the relevant fire protection (C02 extinguishing 
system over turbine oil systems) and emergency shutdown procedures functioning and 
operating as expected (prompt and proper). With good notification procedures, water supply, 
and fire department response, the loss would be limited to <2 % of Unit no. 1A (2x2~1) set; or 
$2,300,000; value based on 2/2001 Starr Technical Risks Reference Guidelines. 

The down time is expected to last 1 months, however, business interruption coverage is not 
covered under this policy. 

, 
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8. PROPERTY RECOMMENDATIONS 

8.1. COMPLETED RECOMMENDATIONS 

2003.01 (b) Detection System (Steam Turbines Exciter Enclosures) 
0 

8.2. NEW RECOMMENDATIONS 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr 
Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below. 

PRIORITY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property and/or business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Star Technical Risks Agency, Inc. suggests that 
these items be given top priority in risk improvement planning and budgeting. 

IMPORTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADVISORY 

Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be established. 0 
IMPORTANT RECOMMENDATION 

2005.01 Extended Sprinkler Protection 

Due to the combustible occupancy, the existing sprinkler protection in the warehouse area (of the 
Warehouse Building) should be extended beneath the 15' x 45' mezzanine. This protection should be 
extended beneath the entire mezzanine on a 120 sq.ft. spacing designed criteria. All plans for this 
protection should be submitted to Starr Technical Risks Agency Inc., prior to installation for review 
and comment. 

ADVISORY RECOMMENDATION 

2005.02 Thermographic Testing 

Switchgear and MCC equipment may become "hot" as a result of loose or over loaded circuitry. To 
detect and correct these types of conditions in a prompt and proper manner, "thermographic" testing 
(infrared photography) should be utilized on all plant electrical feeds and switchgear equipment with a 
4160 kw and higher rating. Result of these test should be maintained on file for review by a 
representative of Starr Technical Risks Agency, Inc. 
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8.3. ATTENTION TO PRIOR RECOMMENDATIONS 

ADV I S 0 RY RECO M M EN D AT1 0 N S 

2003.01 Provided Detection Systems (Revised 412005) 

To ensure that prompt notification and proper response to abnormal conditions are implemented, the 
following detection systems and/or alarms should be provided: 

a. The two (2) steam-turbines have been provided with fixed water-spray protection. These 
noted water-spray protection systems should be provided with waterflow alarms. 

C. 

d. 

e. 

f. 

A system of smoke detectors should be provided for the 4160 Switchgear Building. 

A system of smoke detectors should be provided for the MCC’s (DCS) Enclosures associated 
with Unit nos. 1A & 1 B Heat Recovery Steam Generators (HRSG). 

A system of smoke detectors should be provided for the MCC Building associated with Unit 
no. 2’s cooling tower. 

All alarms and detection systems should be monitored in the control room. 

2003.02 

To ensure prompt and proper operation and notification of abnormal conditions, all alarms and fixed 
fire systems (and associated devices) should be serviced and tested in accordance with the N.F.P.A. 
standard nos. 25 and 72, “Standard for the Inspection, Testing, and Maintenance of Water-Based Fire 
Protection Systems” and “National Fire Alarm Code” respectively. 

Fire System and Equipment Testing 

a. This service and testing procedure should include quarterly visual inspections of all post 
indicator valves (PIV’s), sprinkler control valves, and functional test of all waterflow alarms. 
Quarterly test maybe conducted by plant personnel or a contractor. 
This service and testing procedure should include annual functional tests of the COP systems’ 
detection devices, deluge water spray systems (dry pilot), fire pump test, and all other 
detection systems in the plant. A contractor should only conduct annual test. 
All records of the tests should be maintained on file for review by a representative of Starr 
Technical Risks Agency, Inc. at the time of the next scheduled survey. (Samples of testing 
forms were sent to the plant management under separate cover.) 

b. 

C. 

All Starr Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in loss 
control and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr 
Technical Risks Agency, Inc Neither the Company’s right to make inspections nor the making thereof nor any report thereon shall constitute 
an undertaking. on behalf of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in 
compliance with any law, rule or regulation No insurance coverage which an application may have been submitted to the Company IS deemed 
to be approved or bound in any manner 
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2005 Inspection Report 

Insured's Name Page 2 Date of Inspection 
0 

City and State 



Engineering Inspection Report 

DATE: April 22, 2005 

INSURED: 

OWNER: 

OPERATOR: 

PLANT: 

LOCATION: 

MAILING ADDRESS: 

PLANT PHONE NUMBER: 

BUSINESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 

Pinnacle West Energy 

Redhawk Power Plant 

11 600 S. 363rd Avenue 

Arlington, AZ 85322 

400 N. Street, MS 5100 
Phoenix, AZ 85004 

602.407.780 1 FAX: 602.407.781 3 

This plant is a gas-fired combined cycle facility. The plant is attended 
7 days per week, 24 hours a day. There are a total of 45 employees at 
the site (minimum 5 operators per shift). 

Redhawk operations consist of four combined-cycle combustion 
turbine-generators, four heat recovery steam generators (HRSG), and 
two steam turbine generators. The noted equipment is arranged in two 
2 x 2 ~ 1  generator sets. Each set is rated at 529 mega watts. Each set 
contains two combustion turbines (1 70 mega watts each), connected 
to and supplying two HRSGs, in which the two HRSGs (in each set) 
supply one steam turbine (189 mega watts) in each set. The plant's 
total rated generating capacity is 1,058 mega-watts. 

MrScott Takinen, Plant Manager 
Mr. Pete Candeloria, Plant Engineer 
Mr. David Brunson, Production Supervisor 
Mr. Ed Willis, Shift Supervisor 
Mr. Adcock, Marsh Risk Consulting 

LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROPERTY 
AMT. SUB. P.M.L. N.L.E. 

R. & P.P.- $1 72,800,000 $40,000,000 $2,300,000 

6.I.IE.E.- $ 0 $ 0 $0 

TOTALS: $1 72,800,000 $40,000,000 $2,300,000 



Plant Layout: 

Fire Water System: 

SprinkledFire Systems: 

Public Fire Department: 

Emergency Organization : 

Overall Rating: 

Redhawk Power Plant 
Arlington, Az 

RISK SUMMARY 

Good Spacing within Units: Good 

Good Management Programs: Good 

Good Inspection: Fair 

Fair Maintenance: Good 

Good Outside Exposures: None 

Good 
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I 1. REMARKS AND CHANGES 

Recommendation no. 2003.01(b) requesting detection for the steam turbine-exciter enclosures 
has been completed, and is removed from this report. 

There are two resubmitted recommendations: Recommendation no. 2003.01 request detection 
systems for various areas of the plant; and Recommendation no. 2003.02 request that plant 
fire protection systems and equipment be tested and serviced per NFPA guidelines. 

There were two new recommendations submitted: Recommendation no. 2005.01 recommends 
the sprinkler protection in the warehouse area of the Warehouse Building be extended 
beneath the mezzanine; and Recommendation no. 2005.02 request that thermographic testing 
of plant MCC ana switchgear equipment be conducted on a scheduled basis. 

A list of maintenance type items were discussed with plant management at the time of the 
survey, and were submitted under separate cover for consideration and completion: 

e 



2. HISTORY 

Construction on this site began in 2001. The facility began producing power commercially July 31, 
2002. The facility is owned by Pinnacle West Corporation, and operated by a subsidiary known as 
Pinnacle West Energy. 
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3. D ESCRl PTl ON 

This plant is located in Arlington, Arizona (This is approximately 50 miles west of Phoenix, AZ.). 
External exposures considered light from ground vegetation. The plant is accessible from well-paved 
roads. The plant is situated on 1,850 acres; with 500 acres (fenced) being utilized for the power plant. 
The remaining 1,350 acres are used as a buffer from any neighboring facility. The plant is located on 
level ground with good drainage. The plant layout is considered to be good overall, and spacing 
between units is adequate. Structures such as Administration and Maintenance Buildings, and 
cooling towers are adequately detached as to pose no to little exposure hazard to major equipment 
and/or structures. 

Construction is primarily non-combustible. The turbine-generators are on steel and concrete modular 
frames. 

i 
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0 4. PROCESS 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

This plant operates on demand when the region’s electrical demand exceeds the base load. 
The plant consists of four combined-cycle combustion turbine-generators, four heat recovery 
steam generators (HRSG), and two steam turbine generators. The plant’s total rated 
generating capacity is 1,058 mega-watts. Each of the four combustion turbines is rated at 
170 mega-watts; The HRSG’s are connected to each combustion turbine. Two combustion 
turbines supply two HRSG’s and connect to one steam turbine generator. This arrangement 
is referred to as a 2 x 2 ~ 1  set. The two steam turbine generators are rated at 189 mega-watts 
each. 

4.2. SYNOPSIS OF UNITS 

4.2.1. Unit Summary 

UNIT NUMBERS 1 

Year Built 2001 I 
I I 7 O  

Rated Capacity 
(MW) 9 BOILER 

Manufacturer I I A  

I NooterIErickson 

SteamTemp. O F  I 1050 

Steam Pressure, 1800 
PSb 

Lbs. Of 952,405 
SteamlHour 

No. of Duct 
Burners, 

3 

TURBINE u 
Manufacturer 1A I I General Electric 

Rating (mega- 1 170 
watts) 

Type 1 Model - 7FA+e 

170 

1B 

NooterIErickson 

1050 

1800 

952,405 

3 

18 

General Electric 

170 

Model - 7FA+e 
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2001 c 
2-HRSG* 

I 

NooterlErickson NooterIErickson .”, 
952,405 952,405 

3 3 

2A 2B 

General Electric General Electric 

170 
I 7 O  1 

Model - 7FA+e Model - 7FA+e 



GENERATOR 
I I 

Speed, RPM I 3600 1 3600 I 3600 I 3600 I 

Manufacturer 

Voltage (KVA) 

Cooling I hydrogen I hydrogen I hydrogen I Hydrogen I 

1A 1B 2A 28 

General Electric General Electric General Electric General Electric 

213,700 213,700 21 3,700 21 3,700 

Steam 
Turbinelgenerator 

I Alstom I Manufacturer I Alstom I 

I I 

One Steam Turbine/Generator for One Steam TurbinelGenerator for 2A 
1A& 1B & 28 

Mega-Watts 

KVA 

* Two combustion turbines supply two HRSG’s and are connected to one steam turbine generator. This 
arrangement is referred to as a 2x2~1 set. 

189 189 

240,000 240,000 

4.2.2. Fuel Supply 

The combustion turbine units at this facility are powered by natural gas. Natural gas 
is received from El Paso Natural Gas. The natural gas is received at sufficient 
pressure (500 psi) as not to require gas compressors for turbine operation. [El Paso 
Natural Gas supply line is 24 inch. This line is connected one 12 inch line at the 
plant, which reduces to and supplies each turbine set via an 8 inch gas line at the 
noted 500 psi.] 

4.2.3. PulverizerslSilos 

Not applicable at this facility. 

4.2.4. Combustion Turbine Generators 

Each of the four combustion turbinelgenerators is rated at 170 mega-watts, and is 
manufactured by General Electric. 

The lube oil reservoirs associated with the each of the combustion turbine units are 
5,073 gallons and are located adjacent to the respective units in containment 
reservoirs, and metal housings. The lube oil reservoirs are protected by total flooding 
C 0 2  protection. 

4.2.5. Steam Boilers 

The steam that is generated by the 4 HRSG’s associated with unit nos. 1 and 2 
combustion turbines are used to supply the steam to two Alstom steam 
turbine/generators. The HRSG’s are Nooter/Erickson units designed at 1050 psi and 
952,405 Ib/hr. Each HRSG is provided with duct burners (3). Combustion controls 
and safeguards are considered good for this operation. 
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4.2.6. Steam Turbine Generator Sets 
The two steam turbine/generators are rated at 189 mega-watts each, and are 
manufactured by Alstom. 

The lube oil reservoirs associated with the steam turbine units are 4,227 gallons and 
is located on the adjacent to the respective units in storage tanks. These tanks are 
protected by deluge water spray protection. 

Cooling water is provided by two nine cell-cooling towers. These cross-flow 
towers have wooden frames and PVC fills. The units are remotely located from 
all other major plant structures and buildings. The cooling towers are not 
sprinklered. Sprinkler protection is needed, but not recommended as a result 
of the underwriting position on this account. 

4.2.7. AdministrationlControl Room Building 

Administration Buildinq 

The Administration Building is utilized for office operations and control room functions 
(including switechgear and cable spreading). The l-story building is 103’ x 162’. 
Construction consists of built-up metal deck roof, pre-cast concrete panel walls, and 
a concrete floor. The building occupancy consists of administrative offices, control 
room, training, DCS, Relay, and MCC rooms. 

Control Room 

There is single control room that is used to operate all electrical generating units at 
this facility (steam and gas turbine-generators). All equipment and fire alarms are 
monitored in the control room. The control room is located in the Administration 
Building. The room is sprinklered. There is no raised floor in the room. All cable 
spreading/MCC and battery charging (UPS) operations are conducted in other rooms 
within the Administration Building. All openings around wall penetrations are properly 
sealed. The restroom facility is provided with appropriate floor drains. The control 
room is occupied continuously. 

DCSllnstrument Room 

Adjacent to the control room is the DCS/lnstrument Room. Smoke detection is 
provided for this room, and the alarms are monitored in the control room. Congestion 
and combustible loading are considered low. The small battery and UPS room is 
provided with smoke detection, and is monitored in the control room. There is no idle 
storage in this room. 

Relav and MCC Room 

The relay and MCC Room is located near the control room within the Administration 
Building. The room is protected by a system of smoke detectors monitored in the 
control room. There is a moderate amount of idle combustible loading in the room. 

4.2.8. Pollution Control 

Anhydrous ammonia (29.4 %) injection and CCR (catalyst) are provided for NO, 
control on the four HRSG’s associated with Unit nos. 1 and 2. Each HRSG utilizes 
12 injection points to control NO, emissions. There is a 25,000-gallon tank of 
ammonia for the two HRSG’s associated with unit nos. 1A and 1B. There is another 
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second 25,000-gallon tank of ammonia for the two HRSG’s associated with unit nos. 
2A and 2B. 

Main 1A 1B 
Transformers 

Manufacturer V A Tech V A Tech Pebbles ** 
Pebbles 

4.2.9. TransformerslSwitchyardslDistribution 

2A 28 

GE Protec V A Tech Pebbles ** 

Station 
Transformers 

I KVA I 220,000 I 440,000 I 333,000 I 440,000 I 

ABB ABB ABB ABB ABB ABB 

AOR Unit Station AOR Unit Station 

I Voltage inlout (kV) I 18 to 525 I 18to525 . I 18to500 I 18to525 I 

UVA 

Gallons Of Oil 

I Gallons of Oil I 22,719 I 27,210 I 28,862 1 27,210 I 

20,000 20,000 20,000 20,000 20,000 20,000 

1,779 1,779 1,779 1,779 1,779 1,779 

I I 

I KVA I 5,450 I 5,450 I --------- 1 5,450 I 5,450 I --------- 1 
I Gallons Of Oil I 1,355 I 1,355 I --------- I 1,355 I 1,355 I --------- 1 

* The combustion turbine/generators for 1A and 2A units fed the Virgina Transformers. 

** The combustion turbinelgenerators and the steam turbinelgenerators associated with the 1 B and 
2B units fed into these V A Tech Pebbles main transformers. 

Transformers Dikinq 

All main and station transformers are on concrete pads with gravel basins. In addition, there 
are fire barrier walls and/or adequate separation between main and station units. There is no 
fixed fire protection provided for the units. 

Pinnacle West Corporation to develop contingency plan for identifying station main 
transformer spares and the appropriate replacement protocols. 

4.2.1 0. Warehouses 

Main Warehouse 

The Warehouse/Shop Building is 75’ x 132’. Construction consists of metal steel on steel 
frame walls and roof, with concrete a floor. This one story building is used for the storage of 
large turbine-generator spare parts, electrical parts, pumps and motors. These parts are 
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stored in double row racks to a height of 12 feet (mostly); and 15’ aisles. At the present time 
the storage configuration is only 50% used. This design of the building’s sprinkler protection 
is considered adequate for the storage commodity and arrangement. A 15’ x 45’ mezzanine 
has been constructed in the warehouse area of this building. It is used to store 
smaller turbine-generator spare and electrical parts. The mezzanine needs sprinkler 
protection. See the RECOMMENDATION section of this report for more details. 

Larqe Item Warehouse 

The Warehouse is 100’ x 200’. Construction consists of metal steel on steel frame walls and 
roof, with concrete a floor. This one story building is used for the storage of metal and 
electrical piping (conduit), cables in boxes, motors, and water treatment chemicals in totes. 
These parts are stored in racks to a height of 14 feet. The building is approximately 350’ 
from any other major building or structure. The building is not sprinklered. Sprinkler 
protection is needed, but not recommended as a result of the underwriting position on 
this account and the mostly relative low combustible loading. There is some lube oil 
storage in 55 gallon drums located in this warehouse. Because the building is not 
sprinklered, it is recommended that the oil storage be relocated to the newly 
constructed Oil Storage Warehouse on the north side of the plant. This item has been 
placed on the maintenance list for consideration. 

Oil Storage Warehouse 

The Oil Storage Warehouse is approximately 2,000 sq.ft. and is adequately detached 
Construction consists of metal on steel frame 

roof and walls, and a concrete floor. Floor “pitch” makes the entire building “self- 
contained for oil spills. It is located approximately 100’ north of Unit no. 1. It is non- 
sprinklered 

from all major buildings or structures. d 

Chemical Storage Warehouse 

The Chemical Storage Warehouse is approximately 2,000 sq.ft. and is adequately 
detached from all major buildings or structures. Construction consists of metal on 
steel frame roof and walls, and a concrete floor. Floor “pitch” makes the entire 
building “self-contained for oil spills. It is located approximately 100’ north of Unit no. 
1. It is non-sprinklered. 

Warehouse 12’ 15’ SR,DR 3%’&7’ 4 Sprinklers Adequate 

Part of the Warehouse Building is used as a Electrical Shop. The Electrical Shop is 
separated from the warehouse section by a 2-hour fire barrier wall. Combustible loading is 
considered moderate throughout the shop. There is a mezzanine area of the shop which 
is used as a “tool crib”, has been provided with sprinkler protection. 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAM 

The plant uses a combination predictive and preventive maintenance program. The plant 
utilizes a computerized maintenance program. This program stores historical maintenance 
data and automatically generates work requests for routine maintenance items. The program 
also tracks spare parts and inventory. 

5.2. INSPECTION PROCEDURES 

T hermogra D h y 

Thermography should be conducted on a scheduled basis. It has not been conducted 
in several years. Attention is directed toward the RECOMMENDATION section of this 
report for more details. 

Oil Analvsis 

Oil analysis (Screen & Gas) is conducted on all of the transformers annually. 
recommended that these tests be conducted semi-annual. 

Vibration Monitorinq 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relavs 

The protective relays should be re-calibrated every 3 years. The plant installed new DCS 
system equipment with calibrated "protective relays" in 2001 -2202. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 
Relief Valve Testing 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Cathodic Protection 
The storage tank cathodic protection and grounding systems are checked every 6 months. 
The system is monitored continuously. 

Cathodic protection on the underground gas piping & tanks is also checked on scheduled 
basis. 

Fire Protection Equipment 

Fire protection equipment and systems are NOT inspected regularly. See the 
RECOMMENDAT/ON section of this report for details on proper servicing procedures, 
and testing schedules. 

Written documentation should indicate the following: 

1. Monthly: Visual inspections on fire extinguishers, the C02  systems are visually inspected 
monthly (pressure &tank level). 

2. Bi-annual: Ionization smoke detectors, heat detectors, sprinkler systems 

3. Annual: Fire Extinguishers, C02 systems, Fire Pump Test. 

It is 
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5.3. SAFETY MANAGEMENT 

This plant has a written safety management program. All programs are fully documented. 
The safety programs monitors; training, contractors, incidents, violations, etc. A written 
emergency manual covering emergency procedures, evacuation, and mitigation plan is in 
place. 

There are documented “good” Hot Works and Lock-out-Tag-Out Procedure/Program for the 
facility. 
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6 .  PROTECTION 

0 

6.1. FIRE WATER SYSTEM 

The water supply (combined operations and fire fighting) is provided by a 500-acre ft. 
reservoir. 

There are two pumps designated as a fire water pumps. There is one electrical and one 
diesel driven fire pump. All fire 
pump alarms [including pump running (both), diesel pump controller in the ”OFF” 
position & controller trouble, low fuel level1 are monitored in the control room. The 
pumps are used to supply water to the fixed water spray/sprinkler systems in the plant 
as well as private hydrants. 

A test was conducted during the course of the survey on the diesel pump only: with 
results indicating possibly that the relief valve (associated with the diesel driver) was 
not closing completely during testing. To ensure the relief valve operates properly 
under emergency conditions, the pressure on the plant’s underground mains should 
be lowered (by operating a hydrant) approximately 10 psi below the pump’s “churn” 
pressure. This should result in the relief valve closing. See appendix for fire pump test 
data and flow graphs. 

The electric pump was not tested during the course of this survey. It was impaired as a 
result of planned maintenance at the time of the survey. 

A water flow test of the available water supply for the facility was conducted; utilizing the 
designated electric and diesel driven fire pumps. Readings were taken from the discharge 
side of the pump and water flows were taken from a hydrant on the northwest side of 
unit no. 1 in 2003 (test results noted below). 

e 
Both pumps are 1500 gpm @ 125 psi rated units. 

Area Design Design Design Head Head 
of System Density Area Demand Pressure Type Size 

Application Type gpm/sq.ft. (sq.ft.) (gpm) (Psi) (“F) (in.) 

----_---- ___--__-_ Steam Turbine Generator Deluge 0.30 entire 852.81 58.72 
Lube Oil Reservoir (Unit 

no. 1) 

Steam Turbine Bearings Wet 0.30 entire 207 96.31 Unk Unk 
(Unit no. 1) 

WarehouseIMaintenance Wet 0.15 4000 . 937 84.75 200 O F  K-factor-14 

open butts; 
(all valves coef. .88 
opened) . I  Discharge gauge 

Water test indicates that there is sufficient water to supply any fixed water 
spray/sprinkler system at  this facility. 

6.2. SPRINKLER PROTECTION, BUILDINGS AND INDOOR EQUIPMENT 

HYDRAULIC DESIGN DATA 
I I I I I I 
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1 0  

Waterflow alarms are needed for the sprinklerlwater spray protection associated with 
the steam turbine bearings on Unit nos. 1 and 2. Attention is directed toward the 
RECOMMENDATION section of the report for additional details. 

Detection/Actuation 

Protection Zones * 

Comments 

6.3. 

HeaVGas HeaVGas HeaVGas HeaVGas 

1 2 3 1 2 3 1 2 3 1 2 3 

This C02Tank noted This C02 Tank noted NONE NONE 
at 70% of capacity: 
should be refilled. 

at 85% of capacity: 

6.4. 

6.5. 

6.6. 

*SPRINKLER PROTECTION, OUTSIDE EQUIPMENT AND STRUCTURES 

Sprinkler protection for the Steam Turbine Lube Oil Reservoirs (Unit nos. 1 & 2) are noted 
outside. The design criteria and system demands are noted in section 6.2 (above). 

*FOAM 

There is no foam on site. Responding fire department(s) will determine and provide any 
needed foam solutions.. 

FIRST AID PROTECTION 

Fire extinguishers are provided throughout the site. There is no mobile fire equipment on 
site. 

SPECIAL PROTECTION SYSTEMS 

There are total flooding C02  system provided for each of the combustion turbines associated 
with Unit nos. 1 and 2. These systems are arranged with both an initial discharge and an 
extended “run-down” discharge time. [Design for 34% initial concentration; 30% during run 
time of 30 minutes. Each tank is designed for 2 cycles; Written plant protocols indicate that 
tanks should be refilled if the tank capacities are lowered (reach) 80%.] See the table below 
for details: All system alarms are monitored in the main control room. 

‘Zone 2: No. 2 bearing tunnel 
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*Zone 3: Lube oil and hydraulic oil compartment 

6.7. PUBLIC FIRE DEPARTMENT 

The Tonopaha Fire Department provides first fire department response. This is a volunteer 
fire department located approximately 10 miles from the facility. It should be noted that most 
of the volunteers on the Tonopaha Fire Department work at the Palo Verde Nuclear 
Generating Station (located 3 miles from the facility). The last familiarization tour was 
conducted on November 8, 2003. The next scheduled tour is planned for October 2005. 
The Buckeye Valley Fire Department is the second responding fire department to this facility. 

6.8. MUTUAL AID 

The facility management has made no "mutual aid" arrangements. 
fire departments will assist each other when called. 

The various local 

6.9. EMERGENCY ORGANIZATION 

There is a documented emergency planlorganization, which is designed to handle fires in 
their incipient stage. 

' 

i 6.10. SECURITY AND ALARMS 

The plant has guard service. This guard service maintains an external present at the front 
(main) gate at all times [During daylight hours there is one guard and he remains at the main 
gate: During night hours there is one guard at the main gate, and one guard that conducts 
random unrecorded rounds throughout the facility. The facility is completely fenced. 
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7 .  LOSS I RISK INFORMATION 

7.1. SITE VALUES 

A breakdown of site values (Bldg., Tanks, M&E) is not provided. 0 
The 100% values are: 

Generating Station $432,837,000 

$432,837,000 

BI is not insured. 

$0 
$ 0  

7.2.  FIRE AND EXPLOSION LOSS ESTIMATES 

(Based on Estimated Values from Starr Tech Guidelines) 

Definitions 
The Amount Subject or  Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

If a fire occurred in the lube oil area of one of the no. 1 gas turbines ( I A  or 1 B) rated at 170 
MW each, and it was allowed to burn "unchecked" (with no protection) we could expect the 
fire to consume the entire unit no. 1 power generation train. Combustible loading is 
considered moderate. This involve the two-I 70 MW combustion units (and two associated 
HRSG's), 189 MW steam turbine, and associated support equipment and systems. This 
would be approximately 40% of the site value. All other areas and equipment would be 
adequately separate from this building and would not be involved in this fire scenario. B.I. not 
provided under this policy. 

The down time is expected to last 12 months, however, business interruption coverage is not 
covered under this policy only extra expense. 

Amount Subject/EML: PD- $1 72,800,000 40% 

BI/EE- $ 0 

$ 1  72,800,000 

Probable Maximum Loss 

Definitions: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired andlor not operating. 
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The PML considers a fire involving the turbine-generator lube oil and hydrogen system for 
Unit no. 1. The fire will involve a release and ignition of the lube oil and hydrogen. The 
definition of a PML event considers that the primary means of protection (C02 extinguishing 
system over turbine oil systems) is out of service, and the emergency shutdown procedures 
are impaired or inoperative. The fire is expected to cause major damage to the 1 combustion 
turbine-generator set, and some support equipment and systems prior to the local volunteer 
fire department employing manual fire fighting efforts. With the good water supply and 
notification procedures, but moderate to slow fire department response (volunteer fire 
department 10 miles away), the loss would be limited to the aforementioned equipment. The 
loss would damage the entire 1A turbine-generator unit. However, the fire would be 
contained mostly to this turbine-generator unit and some support equipment and systems. 
Adequate and operating fixed protection on the steam turbine and 1A combustion turbine 
bearing areas would prevent any major damage to those areas. This loss is expected to be 
approximately 23% of the total value of Unit no. 1 (or 11 % of total site value) for the 2 x 2 ~ 1  
set; or approximately $40,000,000: value based on 2/2001 Starr Technical Risks Reference 
Guidelines 

The down time is expected to last 8 months, however, business interruption coverage is not 
covered under this policy. 

Probable Maximum Loss: PD - $40,000,000 or 11% 
EE - $0 or 0% 

Total - $40,000,000 

Normal Loss Expectancv (NLE) 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $2,300,000 or c2 
BVEE - $0 or 0 Yo 
Total - $2,300,000 

The NLE considers a fire involving the turbine-generator lube oil and hydrogen system for 
Unit no. IA.  The fire will involve a release and ignition of the lube oil and hydrogen. The 
definition of a NLE event considers that the relevant fire protection (C02 extinguishing 
system over turbine oil systems) and emergency shutdown procedures functioning and 
operating as expected (prompt and proper). With good notification procedures, water supply, 
and fire department response, the loss would be limited to <2 % of Unit no. 1A (2x2~1) set; or 
$2,300,000; value based on 2/2001 Starr Technical Risks Reference Guidelines. 

The down time is expected to last 1 months, however, business interruption coverage is not 
covered under this policy. 
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8 .  PROPERTY RECOMMENDATIONS 

8.1. COMPLETED RECOMMENDATIONS 

2003.01 (b) Detection System (Steam Turbines Exciter Enclosures) 

8.2. NEW RECOMMENDATIONS 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr 
Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below. 

PRlO RlTY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property and/or business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Star Technical Risks Agency, Inc. suggests that 
these items be given top priority in risk improvement planning and budgeting. 

I M PO RTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADVISORY 
i 

Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be established. 

IMPORTANT RECOMMENDATION 

2005.01 Extended Sprinkler Protection 

Due to the combustible occupancy, the existing sprinkler protection in the warehouse area (of the 
Warehouse Building) should be extended beneath the 15' x 45' mezzanine. This protection should be 
extended beneath the entire mezzanine on a 120 sq.ft. spacing designed criteria. All plans for this 
protection should be submitted to Starr Technical Risks Agency Inc., prior to installation for review 
and comment. 

ADVISORY RECOMMENDATION 

2005.02 Thermographic Testing 

Switchgear and MCC equipment may become "hot" as a result of loose or over loaded circuitry. To 
detect and correct these types of conditions in a prompt and proper manner, "thermographic" testing 
(infrared photography) should be utilized on all plant electrical feeds and switchgear equipment with a 
4160 kw and higher rating. Result of these test should be maintained on file for review by a 
representative of Starr Technical Risks Agency, Inc. 
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8.3. ATTENTION TO PRIOR RECOMMENDATIONS 

ADVISORY RECOMMENDATIONS 

2003.01 Provided Detection Systems (Revised 412005) 

To ensure that prompt notification and proper response to abnormal conditions are implemented, the 
following detection systems and/or alarms should be provided: 

a. The two (2) steam-turbines have been provided with fixed water-spray protection. These 
noted water-spray protection systems should be provided with waterflow alarms. 

C. 

d. 

A system of smoke detectors should be provided for the 4160 Switchgear Building. 

A system of smoke detectors should be provided for the MCC’s (DCS) Enclosures associated 
with Unit nos. 1A & 1 B Heat Recovery Steam Generators (HRSG). 

A system of smoke detectors should be provided for the MCC Building associated with Unit 
no. 2’s cooling tower. 

All alarms and detection systems should be monitored in the control room. 

e. 

f. 

2003.02 

To ensure prompt and proper operation and notification of abnormal conditions, all alarms and fixed 
fire systems (and associated devices) should be serviced and tested in accordance with the N.F.P.A. 
standard nos. 25 and 72, “Standard for the Inspection, Testing, and Maintenance of Water-Based Fire 
Protection Systems” and “National Fire Alarm Code” respectively. 

Fire System and Equipment Testing 

a. This service and testing procedure should include quarterly visual inspections of all post 
indicator valves (PIV’s), sprinkler control valves, and functional test of all waterflow alarms. 
Quarterly test maybe conducted by plant personnel or a contractor. 
This service and testing procedure should include annual functional tests of the C02 systems’ 
detection devices, deluge water spray systems (dry pilot), fire pump test, and all other 
detection systems in the plant. A contractor should only conduct annual test. 
All records of the tests should be maintained on file for review by a representative of Starr 
Technical Risks Agency, Inc. at the time of the next scheduled survey. (Samples of testing 
forms were sent to the plant management under separate cover.) 

b. 

C. 

All Starr Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in loss 
control and safety procedures No responsibility for management and operation of loss control and safety procedures IS assumed by Starr 
Technical Wsks Agency, Inc Neither the Cmpany‘s right to make inspections nor the making thereof nor any report thereon shall constitute 
an undertaking. on behalf of or for the benefit of the Insured or others. to determine or warrant that such property is safe or healthful, or is in 
compliance with any law, rule or regulation No insurance coverage which an application may have been submitted to the Company is deemed 
to be approved or bound in any manner 
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TARR TECHNICAL RISKS AGENCY, INC. 
0 

175 Water Street, 29th Floor 
New York, NY 10038 

BOILER MACHINERY LOSS PREVENTION REPORT 

Pinnacle West Capitol Corporation 
Arizona Public Service Company 

REDHAWK POWER PLANT 
11600 South, 363 Avenue 
Arlington, Arizona 85322 

Date of Survey: June 9,2005 
Engineer: Larry Gately and E.J. Cox 
Policy Number: STA-4101135 
Personnel Contacted: Scott Takinen, Plant Manager 

David Brunson, Production Manager 
William Persyn, Group Leader, Risk Management APS 

Description of Plant: 

This is a nominal 1100 MW, natural gas-fired 2 x 2 ~ 1  + 2 x 2 ~ 1  configuration combined cycle 
combustion gas turbine facility consisting of Units 1 and 2, which are made up of Four General 
Electric 7FA+e gas turbines, Four Nooter/Erickson Heat Recovery Steam Generators and Two 
Alstrom Reheat Steam Turbines. The plant uses ammonia and SCR (selective catalytic reduction) for 
NOX control. There are no dampers installed in the waste heat boilers, so the gas turbines cannot be 
operated in the simple cycle mode if the waste heat boilers are down. All four waste heat boilers use 
supplemental firing and one boiler can supply one steam turbine for a 189 MW load. 

Unit 1 consists of (1A and 1B) General Electric Model 7FA+e combustion turbine/generators rated 
at 213,700 KVA each, connected to (1A and 1B) Nooter/Erickson Heat Recovery Steam Generators 
rated at 952,405 #/per hour each. Both HRSGs can supply steam to One Alstrom, 1800 
psig/l050/1050F, tandem compound reheat steam turbine /generator rated at 240,000 KVA. 

Unit 1A Combustion Turbine/Generator is connected to one GSU transformer rated at 240 MVA. 
Unit 1 B Combustion Turbine/Generator and Unit 1 steam turbine/generator are connected to one 
GSU rated at 440 MVA. 

AI1 Starr Technical h s k s  Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assistmg insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Unit 2A Combustion Turbine/Generator is connecteL to one GS tranwnner rated at 21 MVA. 
Unit 2B Combustion Turbine/Generator and Unit 2 steam turbine/generator are connected to one 
GSU rated at 440 MVA. 

Changes Since Last Inspection: 

Compressor Blade Failures, Rubs and or Cracks in Blade Rows RO-R2 and rows 
R13-R17. GIE TIL 1502-1 AND TIL 1509-1 STARR TECH TAB CT-009 

The plant has completed the inspection requirements outlined in both TIL'S during the spring outage 
season in 2005 as follows. 

1. Complete the inspection requirements of TIL 1509-1 at their next shutdown. The GE 
inspection requirements are detailed with some varying by compressor version. 
COMPLETED 

2. Complete the inspection requirements of TIL1502-2 and implement the promulgated GE 
recommendations for this TIL. The inspection shall be completed within the next 90 days or 
during the annual borescope inspection, whichever occurs first. COMPLETED 

0 One blade tip crack was found on CT2B during the inspection. The crack was blended out by 
G/W. Dental mold impressions have been identical to the original impressions taken with no 
erosion found on the RO compressor blades. Evap cooling is used on all of the Units at 
Redhawk. 

Jurisdictional Information: 

APS inspectors, who hold usedowner commissions issued by the State of Arizona, conduct the 
required jurisdictional inspections. 

Recent Operational History: 

At the time of our visit all six units were in operation. The plant was generating a total of 864 MW. 

A unit-by-unit in-service inspection was conducted. 

The unit in-service inspection began with a review of the control room. Equipment monitoring 
instrumentation, routine control room activities, and operator logs were reviewed. The operator was 
noted to be attentive to control room panels and indications. The HRSG's drum level indicators are 
readily visible to the operator. No adverse trends were noted while reviewing operator logs. 

All Starr Technical Risks Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance w t h  any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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The external walk down of the 2A HRSG included observations of the quality and availability of the 
drum level direct image indication for control room operators, inspection of the beams, columns, and 
casings for evidence of distortion, and main steam, hot and cold reheat piping for proper support and 
condition. 

A superheater drain line was leaking and HRSG 2A is scheduled to be removed from service over 
the weekend to facilitate repairs. The drain line is P22 material. 

The steam turbine/combustion turbine instrumentation was reviewed; vibration levels, metal 
temperatures were found within limits. Combustion turbine inlet and exhaust temperatures along with 
HRSG tube metal temperatures were all found to be within design parameters. 

Generator power factor, voltage, and current levels were normal for load generated. No imbalance 
between phases was noted. Generator stator winding and coolant temperatures were below alarm limits. 

Lube oil pressures and temperatures were w i t h  limits, no oil leaks were noted, and equipment 
appeared in good condition. 

The generator step-up transformers were externally inspected. No evidence of overheating, corrosion, 
or leakage was noted. Transformer pressure was within the appropriate range. Oil level in the 
transformers was proper for current load. The transformer ground strap and lightning arresters were 
noted in good condition. Transformer radiators were clean and oil pumps and fans were noted to be 
operating properly. The lxgh voltage bushings appeared in good condition. 

The latest transformer oil DGA results were reviewed. The gas levels were within IEEE specifications. 
DGA samples are being taken at six-month intervals. The DGA results for Aux transformer CTlA 
indicated possible cellulose deterioration by electrical discharge. DGA samples are being drawn 
monthly to monitor the condition of the transformer. The manufacture has also been consulted and has 
stated the transfomier is operating within design limits. 

Unit auxiliaries such as station batteries and the lube oil system were checked. The station batteries 
were checked for cleanliness and proper electrolyte level. No corrosion was noted on the battery 
terminals, and all electrolyte levels were above the minimum fill line. Lube oil pressures and 
temperatures were within limits, no oil leaks were noted, and equipment appeared in good condition. 

Management Programs: 

A meeting was held with plant management to discuss Starr Tech engineering best practice standards 
as they apply to BoiledMachinery issues and determine what programs PWE has in place that meet 
that standard. Recommendations were offered for any areas in which the engineering best practice 
standards are not being met. 

All Starr Technical FUsks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assistmg insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Stan Technical Risks 
Agency, Inc. Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Starr Tech engineering best practice items addressed and discussed during the meeting were as 
follows: 

1. Status of G/E TIL'S 1502-2 and 1509-1 
2. Transformer DGA testing frequency 
3. Operational history since commercial operation 

Re com me n dat i o n s : 

ST 06-01 LABEL PLANT COMPONENTS 

Most of the critical plant components and high energy piping systems are not labeled throughout the 
plant. It was suggested that the plant label all critical plant components and piping systems on the 
lower levels, to help in the training of the new operators, or help identify the components in an 
emergency situation. 

Uniform Loss Events: 

f 

CTB/ST 440MVA Transformer B/M PML - 2.125 Million. Extensive electrical damage requiring 
full rewind. B/I 43 weeks. 

CTB/ST 440 MVA Transformer B/M EML - 2.750 Million. Catastrophic damage to transformer 
core and tank. Replace transformer. B/I 50 weeks. 

ST1 Alstrom Steam Turbine 189 MW B/M PML - 8.0 Million. Major blade failure with rotor and 
diaphragm damage caused by water induction. Requires removal of rotor for repair. B/I 8 months. 

ST1 Alstrom Steam Turbine 189 MW B/M EML - 18.0 Million. Catastrophic overspeed, entire 
turbine destroyed. B/I 18 months. 

1A or 1B GE/7FA+e Combustion Gas Turbine B/M PML - 13.1 Million. Replacement of all buckets 
and combustion hardware with rotor damage. B/I loss 100 days. 

1A or 1B GE/7FA+e Combustion Gas Turbine B/M EML - 33.9 Million. Overspeed that destroys 
both turbine and generator. B/I loss 12 months. 

1A or 1B HRSG B/M PML - 4.5 Million. Replacement of superheaterheheater due to low water. B/I 
90 days. 

1A or 1B HRSG B/M EML - 11.5 Million. Massive steam explosion~with damage outside the 
object. B/I 360 days. 

All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assisting insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such properly is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company IS deemed to be approved or bound in any manner 
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Comments: 

Overall PWE has sound engineering practices in place that meet 
engineering practice. 

r ex eed the Starr Tech best 

Our review of the plant's human element programs, especially in the areas of Management, Operator 
Training/Requalification, Self Assessment, Planned Preventive Maintenance and Health and Safety 
concluded that the Redhawk facility programs in these areas are of excellent caliber and exceed 
those found at other combined cycle facilities. 

If you have any questions or comments regarding this report feel free to contact Larry Gately at 925- 
709- 5 0 1 9 or Larry. Gately@,ai E. com. 
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Engineering Inspection Report 
DATE: April 20, 2005 0 INSURED: 

OWNER: 

0 PE RAT0 R : 

PLANT: 

CLASS OF RISK: 

LOCATION: 

LATlLON G : 

MAILING ADDRESS: 

PLANT PHONE NUMBER: 

BUSINESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

R. & P.P.- 

B.1.IE.E.- 

TOTALS: 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 

Arizona Public Service Company 

Saguaro Generating Station 

UT/PUB/OTHER 

Milepost 228 (Pinal County) 

Red Rock, Arizona 85245 

Latitude = 32.65", Longitude = -1 11 .30° 

Mail Station: 4552 
P.O. Box 53933 
Phoenix, Arizona 85072-3933 

520-682-21 10 FAX: 602-250-1 220 

This plant operates as a base load station. Presently, during the 
peaking months (June 1'' through October 31") the plant typically 
operates 24 hours a day. There are 22 total employees at this plant. 
There are 3 operators on site during a minimum shift. This plant is 
constantly attended with three shifts during the weekdays. 

This plant consists of two steam turbine generating units (rated at 11 5 
and 99 mega watts respectively) and three combustion-turbine 
generating units (rated at 61.5, 61 5, and 80 mega watts respectively). 
The total generating capacity of the plant is 417 mega watts. Summer 
availability and reliability is 98%. The combustion turbines can be 
remotely started in Phoenix within 30 minutes. 

Mr. Jeffrey Lee, Plant Manager 
Mr. Robert Brooks, Production Supervisor 
Mr. Ronald Adcock, Marsh Consulting 

LOSS ESTIMATES BRIEF 

PRO PE RTY PROPERTY PROP E RTY 
AMT. SUB. P.M.L. N.L.E. 

$1 39,033,964 $28,000,000 $12,000,000 

$1 0,000,000 $1 0,000,000 $10,000,000 

$149,033,964 $38,000,000 $22,000,000 



, 
~ Plant Layout: 

Fire Water System: ' Sprinkler/Deluge Systems: 

I Public Fire Department: 

Emergency Organization: 

Overall Rating: I 

Good 

Fair 

Poor 

Poor 

Good 

Fair 

RISK SUMMARY 

Spacing within Units: Good 

Management Programs: Good 

Inspection: Good 

Main ten ance: Good 

Outside Exposures: Good 

I Saguaro Generating Station 
Red Rock, Arizona 
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1. REMARKS AND CHANGES 

There are six resubmitted recommendations: Recommendation no. 1997.01 request 
that water spray protection be provided over the turbine-generator bearings and 
associated lube oil lines (both steam units); Recommendation no. 1997.02 request that 
water spray protection be provided over the lube oil reservoirs (both steam units); 
Recommendation no. 1997.03 request that water spray protection be provided over the 
hydrogen seal oil equipment (both steam units); Recommendation no. 2003.01 request 
that a floor drain be installed in the restroom located in the control room; 
Recommendation no. 2004.01 request that the new responding fire department (Avra 
Valley Fire Department) conduct a familiarization tour of the plant; and 
Recommendation no. 2004.03 request that the gravel basins associated with main 
transformers for combustion turbine unit nos. 1 and 2 be cleaned of debris and “fines” 
(reduce oil exposure to the turbine units). 

Recommendation 2004.02 requesting that the COz extinguishing systems for 
combustion turbine unit nos. 1 and 2 be serviced; has been completed and is removed 
from this survey report. 

There are no new recommendations as a result of this survey. 

Prior to this survey, a new electric driven fire pump was installed to replace the 
existing electric fire pump. The replacement pump has the same rating as the old 
electric driven fire pump (1,000 gpm @ 100 psi). During the course of this survey a 
test of the fire pump was witnessed, with “acceptable” results. Testing conditions 
were considered “compromised” (Operational use of water from the fire water supply 
at the time of the pump test.). There are plans to retest the pump at the next schedule 
survey. 

A list of maintenance type items was discussed with plant management (at the time of 
the survey) and was submitted to under separate cover. 

A major planned outage was completed on combustion turbine no. 1. This 
Westinghouse unit included refurbishing the generator rotor and “re-wedging” the 
generator. 

Construction associated with a new solar energy facility (adjacent to fenced power 
plant) began in March 2004. Foundations and frame supports were constructed in 
November 2004. The plant is expected to be completed between August and October 
2005. This solar facility will be located on Pinnacle West Corporation land, but outside 
the “fenced” perimeter of the present power plant grounds. Solar Genex (designer and 
builder) will operate this solar project the first year. Exposing a “closed-looped” iso- 
pentane system to a solar heat field will result in the energy needed to produce power. 
This arrangement will generate l-mega watt of power. All plans for the fire protection 
associated with this project should be submitted to Starr Technical Risks Agency, Inc. 
for review and comment prior to completion of the project. 

Saguaro Generating Station 
Red Rock, Arizona 
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2. HISTORY 

This plant was originally started in 1952 as a base load facility. Two steam turbine generator 
units were utilized in conjunction with two gas and oil fired boilers. In 1972, two combustion 
turbine generator package units were added. In July 2002 a third combustion turbine was 
added to the site operations. This facility is operated during peak load system conditions. 

Saguaro Generating Station 
Red Rock, Arizona 
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3. DESCRIPTION 

1 "  

2 " "  

3" 

This plant is located roughly 45 miles outside of the city of Tucson Arizona. The plant's 
location is remote from any exposures. The plant is located on level ground with good 
drainage. 

The plant layout is considered to be good overall, and spacing between units is adequate. 
However, the layout within the units is somewhat congested, especially the location of the 
lube oil reservoirs, as they are considered a severe exposure to the turbine deck and to cable 
trays. Other equipment such as transformers and cooling towers are located far 
enough from each other as to pose no exposure hazard (except the main transformers 
associated with combustion turbine nos. 1 and 2; See the RECOMMENDATION section 
of this report for details.). The two boiler structures are separated approximately 25 ft. with 
some steelwork and piping joining the units. The two-turbine/generator units are separated 
by about 30 ft. The three combustion turbines are well separated from each other and from 
other plant buildings. 

Per FIRM map No. 040077 panel No. 1425C dated 9/30/93 the site is located in zone C. In a 
1 OO-year flood no water is expected on the site. Approximately one foot of water covered the 
site. There was no damage reported. 

This plant consists of twosteam turbine-generator sets, two steam boilers, three combustion- 
turbine generator package units, two cooling towers, five hydrocarbon storage tanks, and 
some small buildings used for administration, and maintenance. 

Construction is primarily non-combustible. The only exceptions are being the two large all 
wood cooling towers and Services (office) Building (masonry-joist). Each wood cooling tower 
is 70 ft. X 250 ft. and has wood fill. There are five hydrocarbon storage tanks located at this 
facility. These tanks are individually diked with good spacing between tanks (more than one 
diameter). The tank size ranges from 55,000 barrels to 100,000 barrels. Tank nos. 1, and 3 
store Bunker C; tank nos. 2 and 5 store diesel fuel; and tank no. 4 is empty. Diesel is used as 
a backup fuel for the combustion-turbine generator units. There are fire hydrants around the 
tank farm. Tank No. 5 has a floating roof with a fixed foam injection system. The remaining 
tanks are cone roof. Presently, there is a 5-day supply of fuel oil to operate the boilers. 

Bunker 55,000 30,250 
c 

Diesel 30,000 7,500 

Bunker 100,000 8,333 
c 

5" Diesel 95,500 22 /91  7 

*These tanks had their respective bottoms replaced in 2001. 

**The bottom in this tank was replaced in 1996. 
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4. PROCESS 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

This plant operates as a base load station. Presently, during the peaking months (June 1'' 
through October 31") the plant typically operates 24 hours a day. This plant consists of two 
steam turbine generating units and three combustion-turbine generating sets. The total 
generating capacity of the plant is 417 MW. 

0 

4.2. SYNOPSIS OF UNITS 

4.2.1. Unit Summary 

COMBUSTION TURBINE GENERATOR UNITS 

There are t w o  Westinghouse 501AA gas turbine generator sets (CT's nos. 1 
and 2) located at the north section of the site. These units are used for the 
peaker operation. These are package units, with all of the equipment required for 
operation, including lube oil reservoirs and pumps enclosed within a steel 
enclosure, The exceptions to  the above are the main and auxiliary transformers. 
These units are diesel and gas fired, wi th  natural gas being the primary fuel. 

There is a General Electric MS7001 EA combustion turbine/generator set (CT no. 
3). It is located on the northeast side of the plant grounds. This unit is 
adequately detached from other combustion turbine and/or steam turbine 
equipment. The unit is gas fired. The lube oil reservoir for the turbine is 2,500 
gallons. The generator has an oil reservoir capacity of 600 gallons. 

UNIT NUMBERS CTl CT2 CT3 

I 2002 I 1972 1973 I Year Built 
~~ 

Rated Capacity ~ I 61.5 1 61.5 
(MW) 

TURBINE 

Manufacturer 

Number of 
Stages 

Westinghouse I Westinghouse I General Electric 

Model W-501-M I Model W-501-AA I 7001EA 

Manufacturer 1 Westinghouse 1 Westinghouse 1 General Electric 

Voltage (KV) 1 13.8 I 13.8 1 13.8 

Speed, RPM 1 3,600 I 3,600 I 3,600 , 

Saguaro Generating Station 
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Cooling air 

4.2.2. 

air Glycol cooled 

4.2.3. 

4.2.4. 

4.2.5. 

I 

Fuel Supply 

Plant fuel is primarily natural gas. El Paso Natural Gas Company through a 36- 
inch line at 800 psi supplies natural gas. The line feeding the plant is 8 inches in 
diameter. The gas pressure is reduced a t  the property line. The pressure is 
reduced to 100 psi for boiler use and 125 psi for combustion turbine use. Diesel 
is used as a back up fuel. Presently, there are approximately 30,000 barrels of 
diesel fuel maintained as a "back-up" fuel supply. An additional 10-in. natural 
gas fuel supply line was installed in 2001 to support the fuel demand of 5 
temporary-portable combustion turbines. The temporary turbines were removed 
from the site in 2003. 

PulverizerslSiIos 

Not applicable at this facility. 

Steam Boilers 

Two steam boilers were constructed by Combustion Engineering. Each of these 
boilers is rated to provide 900,000 pounds per hour of super heated steam at  
1,700 psi and 1,OOO"F (rated). The boilers are designed to  fire on natural gas or 
fuel oil; however, fuel oil operation has been discontinued due to environmental 
issues. The boilers are tangentially fired and equipped with 5 burners on each corner 
(2 small and 3 larger rated burners) on two levels (3 & 3% levels). There are 4 
igniters on each corner. There are 3 oil guns per corner. Protection is not provided 
for the oil guns, however this is satisfactory since the oil system is rarely used. The 
fuel oil has not been used on the boilers for several years; however the capability is 
still present. The boilers are lighted using an automatic light off control system. 
There is also a local control system at each corner. The gas train is equipped with 
pressure switches and UV flame sensors. There are three boiler feed water pumps 
per unit. The BFWP are electric motor driven rated at 2,500 hp. Two BFWP are 
needed run the boiler at full load. Each unit has both FD & ID fans. The boiler 
structure is free of any combustibles. There is a boiler feed water treatment 
plant that uses reverse osmosis to ensure that boiler water is free of 
contaminants. 

Steam Turbine generator Sets (T-G) 

STEAM TURBINE GENERATOR UNITS 

The steam plant was built in 1952. 

There are two steam turbine generator sets, one rated a t  11 5 MW and the other 
a t  99 MW. These turbines are connected to hydrogen cooled generators through 
a gear set that allows the generator to rotate a t  3,600 RPM. These are multi 
stage turbines with HP and LP sections with 25 stages [4 turbine, 21 
compressor (Unit no. 1 originally had 19 stages, but was upgraded to 21 stages 
in 1975; Unit no. 2 has 21 stages.)] The steam from the LP section is 
condensed in the condenser and re-circulated to  the boilers. Cooling water is 
provided by two  ten cell-cooling towers. The turbine are located on a concrete 
deck, and enclosed in a steel housing. 

Saguaro Generating Station 
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The lube oil reservoirs for the turbines are located at the ground level partially 
beneath to  the turbine deck. The lube oil reservoirs have a capacity of roughly 
3,000-gallon of oil. In the event of a spill, the oil will pose a serious exposure to  
the turbine generator sets. The tank is diked; however it will not hold the 
capacity of the tank. The lube oil is Mobil 797. 

The hydrogen seal oil system is also located partially beneath to  the turbine deck 
on the opposite side of the lube oil reservoirs. There are cable trays that run 
directly above these oil systems. A fire in these units can spread to  the cable 
trays, which will spread a fire to  other areas of the units. (Attention is directed 
toward the RECOMMENDATION section of the report for details on protection 
improvements.) 

4.2.6. Control RmlCornputer RrnlCable SpreadinglRrnlBattery RrnlCabling 

There is single control room that is used to  operate the steam units as well as 
the combustion units. The control room building is three stories, made of 
reinforced and filled concrete block walls, and steel on a steel frame flooring and 
roof. The control room is located at the top level, where there are t w o  separate 
control systems, one for the steam units, and one for the combustion turbine 
units. The mid-level is used for cable spreading, with three levels of cable trays. 
Sprinkler protection is provided over the cable trays. The bottom level ( I s t  floor) 
is used as a battery room. Sprinkler protection is provided in the battery room as.  
well as continuous mechanical ventilation. The openings in the control room floor 
have been properly sealed. The exterior wall openings associated with the cable 
penetrations at the “Mid-level” section beneath the control room are not sealed 
(However, the openings have been provided with ”du st-flaps” to  prevent the 
introduction of dust into the cable spreading area from the outside. In addition 
the cable spreading area is sprinklered; because of these items, the need to  
properly seal the exterior openings has been held in abeyance. As a result of the 
construction arrangement, sealing the exterior openings is not practical .). 

A restroom is provided for the convenience of operators in control room. This 
restroom is located near the operator‘s control console associated with control 
room. There is no floor drain provided for this restroom. If drains within the 
restroom’ s appliances were impeded (stopped-up), the water would back up and 
f low into the control room. This “back-up” water exposure could result in 
damaged electronic equipment and inadequate control and/or operation of the 
turbine/generators and any support equipment and systems associated with the 
units. See the RECOMMENDATION section of the report for more details and 
corrective measures needed to reduce this exposure. 

There is a concrete block building used for administrative offices. This building 
covers an area of 3,000 square feet. The combustible loading is low. 

4.2.7. Pollution Control 

During the course of this survey no information on pollution controls was provided. 

4.2.8. TransforrnerslSwitchyardslDistribution 
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Voltage in/out . 66.4 Kvl 115 14.7 Kv1115 12.4 Kvl l l5Kv 13.8Kvll15Kv 
(KV) Kv Kv 

I I I I 
Gallons of Oil I 7,880 I 8,494 1 5,850 I 6,456 

Aux. GE GE 
Traasformers 

KVA 9,375 9,375 18,000 5,000 

Gallons Of Oil 1,560 1,560 400 

70,000 I 103,400 

13.8Kvll15Kv 66.4KvIl15Kv I 

Cooper z 
5,000 1,775 

400 656 

Combustion Turbine Transformers 

Combustion Turbine nos. 1 & 2: 

The main transformer is rated at 70 M V A  with an oil capacity of 6,456 gallons 
for unit 1 and a capacity of 5,200 gallons for unit 2. These transformers step 
the voltage from 13.8 KV up to  11 5 KV. The auxiliary transformers are located 
roughly 15 feet from the enclosure. The main transformers are located roughly 
30 feet away from the T-G enclosure. Both main transformers are diked, with a 
containment sump and gravel on top t o  minimize the effects of a spill and fire. 
However, the gravel basins around the main transformers associated the 
combustion turbine nos. 1 and 2 have filled in with debris and “fines“. This 
arrangement will prohibit the disbursement of transformer oil during a major spill 
and/or fire. The gravel basins associated with both units should be cleaned out 
and the gravel replaced. See the RECOMMENDATION section of this report for 
more details. The auxiliary transformer is rated at 5 M V A  with an oil capacity of 
400 gallons. 

Combustion Turbine no. 3: 

The main transformer is rated at 103.4 MVA with an oil capacity of 8,390 
gallons for unit 3. This transformer steps the voltage from 66.4 KV up to  115 
KV. The auxiliary transformers is located more than 50’ from the main, and is 
adequately diked. The main transformers is located within 25’ of the turbine 
unit, however, it is provided with a fire wall between it and the unit. The main 
transformer is diked. There is continuous gas (hydrogen) monitoring provided for 
this transformer in the control room. 

Main Steam Turbine/Generator Transformers 

The main generators produce electricity at 15KV. There are t w o  main 
transformers provided (one for each unit). The main transformers are rated at 
140  MVA; they are used to  step the voltage from 1 5  KV to  11  5 KV. The 
transformers are located more than 5 0  feet away from the units. There are two  
auxiliary transformers located 3 0  feet from the units, used t o  step the voltage 
down from 15 KV to 2400 KV. This voltage is used to  run the plant’ s 
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equipment. These transformers are rated at 7,500 KVA, with an oil capacity of 
1,480 gallons. All transformers are diked, with a sump located underneath the 
gravel, which fills the dike. The sump is designed to  contain the contents of the 
transformer, while the gravel provides a blanket keeping flames away from 
critical equipment and confined to  the sump. Power from the main transformers 
is then connected to  the 115 KV substation and on to  the transmission lines 
through oil filled circuit breakers. A close examination of the substation could 
not be done since they are under the control of another group. 

4.2.9. Warehouse 

There is a steel on steel frame building used for maintenance and spare parts 
storage. This building covers an area of roughly 4,000 square feet. The 
combustible loading in this building is low. Parts storage consists of metal and 
electrical switching equipment located on 12-ft  high shelves. Approximately 
20% of the storage is maintained on shelving that is 6-ft .  in height. 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAMS 

Maintenance programs at this plant may be classified as preventive. 

The site uses a computerized maintenance program (Maximo). Items are scheduled for 
service per manufactures recommendations and plant experience. This program stores 
historical maintenance data and automatically generates work requests for routine 
maintenance items. The program also tracks spare parts and inventory. 

There is an extensive electrical testing inspection program at this plant. The program is 
administered by a combination of plant employees and the Substation Maintenance & 
Construction Group out of Dear Valley Office. 

5.2. INSPECTION PROCEDURES 

Thermography 

Substation Maintenance & Construction Group out of the Dear Valley Office conducts 
thermography. Most of recent tests should be maintained at the facility. 

Oil Analysis 

Oil analysis (Screen & Gas) is conducted on all of the transformers annually. 
recommended that these tests be conducted semi-annual. 

Vibration Monitoring 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

The combustion-turbine unit nos. 1 & 2 utilize a seismic and single shaft probe. 

Protective Relays 

The protective relays should be re-calibrated every 3 years. The “maintenance list” has 
detailed the proper test schedule associated with the protective relay re-calibration programs 
for this facility. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

There is a corporate metal inspection department located in the Deer Valley facility in 
Phoenix. The department is “Generation Engineering Services - Fossil”. The department is 
responsible for all plants (except Palo Verde). 

Cathodic Protection 
The storage tank cathodic protection and grounding systems are checked on a scheduled 
basis. 

Cathodic protection on the underground gas piping & tanks is also checked on scheduled 
basis. 

Fire Protection Equipment 

Fire protection equipment is inspected regularly: 

1. 

It is 

Monthly: Visual inspections on fire extinguishers, the CARDOX system on the GT sets 
are visually inspected monthly (pressure & tank level). 
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2. Quarterly: Hose Cabinets visually inspected, “Inspectors Test” on sprinkler system. Fire 
alarms. 

3. Bi-annual: Ionization smoke detectors (Administration Building), IR detectors 
(maintenance warehouse). 

4. Annual: Fire Extinguishers, C02, hydrants flushed, fire pump test. 

Attention should be directed toward the maintenance list for details on deficiencies 
and correction measures related to  proper servicing associated with the fire protection 
equipment at this facility. 

5.3. SAFETY MANAGEMENT 

Safety management is done through a corporate safety engineer that is in charge of 
inspections, education and training all staff. The safety engineer tracks all inspection reports 
to ensure that they are being done properly. 

There is a documented fire protection impairment program, which is corporate wide. 
There are documented procedures for safe hot work. 

Locks out Tag out procedures are used for all electrical equipment 

5.4. MISCELLANEOUS 

None 
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6 .  PROTECTION 

6.1. FIRE WATER SYSTEM 

The water supply (combined operations and fire fighting) is provided by an elevated 
100,000-gallon tank 125 ft. above grade. The water level in the tank is automatically 
maintained by float valves (level control probes) and pumps. 

The four pumps supplying the elevated tank are taking suction from the service water 
chamber, located near the outlet of the cooling water channel. The chamber has a 
capacity of 30,000 gallons. As a backup reservoir, a gate to  the cooling water channel 
can be opened to  supply an additional million gallons. 

There are t w o  pumps (1000 gpm & 500 gprn) taking suction from the north chamber. 
There are t w o  pumps (1000 gpm & 500 gpm) taking suction from the  south chamber. 
The t w o  pumps taking suction form the north chamber and the one 500 gpm pump 
taking suction from the south chamber are rotated on cam timers to  fill the elevated tank 
when the tank level controls show low water. 

There is one pump designated as a firehervice water pump. Under emergency 
conditions (fire), the 1000 gpm @ 100 psi Peerless vertical electric pump located on the 
south chamber is manually started. When this pump starts, a MOV valve automatically 
closes on the elevated tank thus this pump will supply sole water t o  the water mains. 
The three additional service water pumps can also be used to  supply the hose streams. 

The annual f low test o f  the available water supply for the facil i ty was conducted, 
utilizing the designated electric driven firelservice water pump. Readings were taken 
from the discharge side of the pump and water f lows were taken from the east plant 
loop approximately 300’ north of the fire pump. See attached form for test data. Test 
indicated that the pump DID NOT operate at the rated pump capacity. It is believed that 
there was significant water from the fire mains being used for plant operations during 
the testing of the fire pump. This usage may have resulted in the noted “fair” rating 
but acceptable operation (based on the testing arrangement and conditions). How much 
water is being used for plant operations should be determined. This item has been 
included on the submitted maintenance list. A t  the time of the 2003 fire pump test no 
fire main water was used for plant operations, which resulted in an acceptable test data 
and pump operation. 

All water at the site is provided from underground wells (pumps at the 560-ft. level) 
through 3 X 1,500 gpm and 1 X 500 gpm pumps. All pumps are electric. With a 
power failure, the only water supply would be via the elevated tank. 

The underground main was recently abandoned in place (1996)  and replaced with above 
ground mains. 

6.2. SPRINKLER PROTECTION, BUILDINGS AND INDOOR EQUIPMENT 

There is only one automatic sprinkler system in this facility. This system is provided to  
protect the battery room and the cable spreading room. The system is hydraulically 
designed to provide a density of 0.30 gpm per square feet over the entire area. The 
required f low is 1,070 gpm at 60 psi using wax-coated heads. Protection for this area is 
considered adequate. 

Water spray protection is recommended for the turbine bearing section of the steam 
turbines, over the lube oil reservoirs and the hydrogen seal oil units. Attention is directed 
toward the RECOMMENDATION section of the report for details for this protection. 0 
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6.3. *SPRINKLER PROTECTION, OUTSIDE EQUIPMENT AND STRUCTURES 

None 

0 6.4. *FOAM 

There is a semi fixed foam injection system provided for of the hydrocarbon storage tank 
No. 5. There are six 5-gallon buckets of AFFF foam inventory a t  this site. 

6.5. *SPECIAL PROTECTION SYSTEMS 

Westinghouse Combustion Turbines 

Both Westinghouse combustion turbine units have packaged Cardox automatic Carbon 
dioxide extinguishing systems and Ansul dry chemical extinguishing systems. These units 
were installed by the manufacture (Westinghouse) of the combustion turbines as part of the 
original design. Based on this, the assumption is made that design concentrations, discharge 
and soak times are adequate. 

The Ansul system protects the No. 5 bearing of each combustion-turbine unit. There are two 
detectors & four discharge nozzles. The bearing is located in a hot area (exhaust section), 
and reportedly operates at temperatures in excess of the lube oils ignition temperature. The 
dry chemical powder was originally Safety First. This is no longer available; thus 
management has decided to use Ansul. The system was redesigned to meet the 
specifications of Ansul. 

The Cardox system is an automatic zoned system. A single insulated tank is used to protect 
the control room (at the units), turbine enclosure, mechanical & piping control enclosure, and 
electrical enclosure of each combustion-turbine unit. 

General Electric Combustion Turbine 

No. 3 combustion turbine has been provided with a pre-engineered Cardox automatic 
activating carbon dioxide extinguishing systems. The carbon dioxide tank was noted to be 
only at 68% of  its capacity. The tank should be at least 75% of  its capacity at all times. 
This deficiency, to maintain the tank capacity at or above 75% of its capacity has been 
noted and submitted as a maintenance type item. 

Upon activation, all alarms are automatically transmitted to the control room. 

6.6. PUBLIC FIRE DEPARTMENT 

The Avra Valley Fire Department provides fire-fighting response to  this plant (under 
contract). The closest fire station is 16 miles from the facility. The fire department is 
part-paid, part volunteer. The response time t o  the plant is considered moderate. Even- 
though there is no mutual aid agreement with the Avra Valley Fire Department, the 
Marana fire Department (NOT under contract), could respond if requested. The closest 
Tucson Fire Department station is 45 miles from the facility. 

The fire department should be prevailed upon to conduct a familiarization tour o f  the 
plant. (This request has been submitted as a recommendation. See the 
RECOMMENDATION section of this report for more details.) 

6.7. MUTUAL AID 

None arranged by the facility. The various local fire departments will assist each other when 
called. 

6.8. EMERGENCY ORGANIZATION 
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There is a documented emergency plan/organization, which is designed to handle fires in their 
incipient stage. Annually, employees are trained in the use of fire extinguishers. 
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6.9. SECURITY AND ALARMS 

This guard service maintains an external present at the front gate between 6:30am to 4:40 
pm, 7 days a week. The guard service maintains an internal (within the fenced perimeter) 
between 4:30pm and 6:30am, 7 days a week. 

The plant is fully fenced. 

0 

Saguaro Generating Station 
Red Rock, Arizona 

Page 14 



I 

7. LOSS I RISK INFORMATION 

7.1. SITE VALUES 

The 100% values as of 2004 reported to Starr Tech are: 
0 

Buildings-(except gas turbines) $1 71,794,607 
Gas Turbines (1, 2, & 3) $ 42,103,800 
Mac hinery/Equipment- $ included 
Stock- $ -_ - ------ 

$ 21 3,898,407 

Business Interruption- 
Extra Expense (EE)- 

Total: 

$ Not insured 
$ 10,000,000 

$ 10,000,000 

$ 223,898,407 

7.2. LOSS ESTIMATES 

(Based on Estimated Values from Starr Tech Guidelines) 

FIRE AND EXPLOSION: 

Definitions 
The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

Amount SubjecVEML: PD - $139,033,964 or 65% 
EE - $10,000,000 or 100% 

Total - $1 49,033,964 
The Amount Subject considers a fire on the steam turbine-generator bearings. With no 
manual emergency response to this fire, and no fixed protection operating, we could expect 
to loose the entire the Steam Turbine/Boiler/Control Building Structure for both unit nos. 1 
and 2. Some auxiliary equipment & structures (3 combustion turbine/generators), 
transformers, cooling towers, Administration Building and Warehouse & Maintenance 
Buildings are adequately detached and would not be involved in this fire scenario. The 
Turbine/Boiler/Control Building Structure is approximately 65% of the site values. The loss 
would cost approximately $1 39,033,964 to replace the destroyed and damaged equipment 
and building area. (Value based on insured reported plant values.) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

$213,898,407 (site values) x .65 (% of site damaged) = $139,033,964 (total amount 
subject P.D. value) 

Probable Maximum Loss: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired andior not operating. 

Probable Maximum Loss: PD - $28,000,000 or 13% 
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EE - ’ $10,000,000 or 0% 
Total - $38,000,000 

The PML considers a fire involving the turbine-generator lube oil and hydrogen system and 
reservoir for Unit no. 1 located on the level beneath and adjacent to the turbine deck (115- 
mega watt unit). The fire will involve a release and ignition of the lube oil and hydrogen. The 
definition of a PML event considers that the primary means of protection (there is no sprinkler 
protection provided over the lube oil storage; so primary means of protection would be plant 
hydrants and for the PML scenario they (private hydrants) are out of service, and the 
emergency shutdown procedures are impaired or inoperative. The fire is expected to cause 
major damage to Unit no. 1’s turbine-generator set, and 50% damage to Unit no. 2’s turbine 
generator set (units located within 30’ of each other on the same deck); also some support 
equipment & systems would be damaged; with fire department response considered 
moderate (closest station approximately 16 miles from site), using mobile tankers and 
pumpers, and good water supply (cooling tower basin), the loss would be limited to the 
aforementioned damaged area of Unit nos. 1 and 2 turbine-generator set, and their support 
equipment & systems. A 115 MW steam turbine-generator (Based on the Starr Tech 
“Reference Guide-dated 2/2001”) one steam turbine unit would cost approximately 
$1 6,000,000 to replace, plus $4,000,000 in structural, support equipment & system 
damage. This loss value is 13% of the reported site value. 

$16,000,000 (cost of 115 MW unit no. I )  + $8,000,000 (cost of 50% damage to 115 MW 
unit no. 2) + $4,000,000 (structural, support equipment damaged) = $28,000,000 (total 
PML-PD loss estimate) L 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

Normal Loss Expectancy (NLE) 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $12,000,000 or 6% 
EE - $10,000,000 or 0% 

Total - $22,000,000 
The NLE considers a fire involving the turbine-generator lube oil system and reservoir located 
on the level beneath and adjacent to the turbine deck. The fire will involve a release and 
ignition of the lube oil. The definition of an NLE event considers that the relevant fire 
protection and emergency shutdown procedures function.ing and operating as expected; 
(there is no sprinkler protection provided over the lube oil storage or unit bearings; so primary 
means of protection would be private plant hydrants; and they would be considered operating 
as designed). With fire department response considered moderate (station located 16 miles 
from the plant) using private hydrants and good water supply, the loss would be limited to 
only 60% of Unit no. 1’s turbine-generator set (1 15-mega watt unit). Some support equipment 
& could be involved in this fire scenario. A 115 MW steam turbine-generator (Based on the 
Starr Tech “Reference Guide-dated 212001”) would cost approximately $1 6,000,000; 
with 60% damage would be $9,600,000; And additional $2,400,000 in structural, 
support equipment & system damage. This loss value is 6% of the reported site value 
or $12,000,000. 

The down time is expected to last 12 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

Note: If automatic sprinklerlwater spray protection was provided on turbine bearings 
(recommendation no. 1997.01), lube oil reservoirs (recommendation no. 1997.02), and 
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hydrogen-seal oil unit (recommendation no. 1997.03), the noted N.L.E. loss estimate 
would be approximately 5% of the unit value or $1,000,000. 

8. PROPERTY RECOMMENDATIONS 

Recommendations are made in the interest of reducing loss by fire, explosion and allied 
perils. Starr Technical Risks Agency, Inc. has three categories (types) of 
recommendations at listed below. 

P Rl ORlTY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property and/or business 
interruption loss. Completion of these recommendations will greatly improve the risk profile 
but often requires corporate support for capital expenditure. Starr Technical Risks Agency, 
Inc. suggests that these items be given top priority in risk improvement planning and 
budgeting. 

IMPORTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of 
property protection. Completion of these items is warranted to improve existing loss control 
measures and to introduce fundamental loss control techniques. 

ADVISORY 

Recommendations to correct deficiencies that are maintenance in nature. These items 
typically address planning, procedural, or record keeping issues. Completion of these 
recommendations generally requires little or no capital expenditure. Starr Technical Risks 
Agency, Inc. suggests that implementation of these improvements be undertaken 
immediately and that systems for ongoing compliance be established. 

8.1.  

8.2. 

8.3. 

COMPLETED RECOMMENDATION 

2004.02 Carbon Dioxide System Annual Service 

NEW RECOMMENDATIONS 

There are no new recommendations submitted as a result of this survey. 

ATENTION TO PRIOR RECOMMENDATIONS 

IMPORTANT RECO M M EN DATION S 

1997.01 Steam Turbine Generator Set Protection 

Fire protection is not provided over the bearings on each steam turbine-generator 
set. A failure in the bearings or surrounding lube oil system can result in a fine 
atomized spray of oil, which is easily ignitable. The ensuing fire can cause significant 
damage to the T-G set. Additional protection will help to control the lube oil fire, 
which will allow for proper shutdown, and extinguishment. The following is 
recommended. 
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a. The turbine-generator bearings should be protected with a manual or 
automatically operated open head water spray or closed head sprinkler system 
utilizing directional nozzles installed in accordance with “NFPA No. 850, Fire 
Protection for Electric Generating Plants”. The system should be designed for 
a density of 0.25 gpm/sq.ft. over the protected area. Shields may be used to 
protect hot turbine parts from accidental water discharge. 

Lubricating oil lines should be protected with an automatic sprinkler system 
covering those areas subject to oil accumulation including the area within the 
turbine lagging (skirt). The automatic sprinkler system should be designed for a 
density of 0.30 gpm/sq.ft. over the protected area. 

Protection for Unit no. 1 has been approved for completion in 
the 2006 Pinnacle West budget year, and Unit no. 2 approved for 
completion in the 2010 Pinnacle West budget year. 

b. 

Response: 

1997.02 Steam Turbine Lube Oil Reservoir Protection (Revised April 2003) 

The lube oil reservoirs for the steam turbine generator sets are located partially 
beneath the turbine deck. in the event of a fire, the turbine-generator and other 
peripheral equipment will be severely exposed, especially when considering a remote 
fire department thus a delay in fire department response. 

In addition, the lube oil reservoirs are not provided with containment. In the event of 
a tank rupture or fire, the burning lube oil could spread quickly below the turbine deck 
causing extensive damage to both units. 

The following is recommended. 

a. An automatic deluge water spray system should be provided to cover the lube oil 
reservoirs. The system should be designed to provide a density of 0.30 gpm/ft2 
over the entire area of the reservoir. The sprinkler systems should be equipped 
with waterflow alarms monitored in the control room. 

b. Containment should be provided around each lube oil tank in the form of dikes or 
curbing. The containment should be able to provide at least 100% of the tank 
volume + 10 minutes of hose streams (500 gpm) or 10 minutes of the sprinkler 
demand. 

Response: Protection for Unit nos. 1 & 2 have been approved for 
completion in the 2006 Pinnacle West budget year. 

1997.03 Hydrogen Seal Oil Reservoir Protection 

The hydrogen seal oil units for the turbine-generator sets are located partially 
beneath the turbine deck, underneath cable trays. In the event of a seal oil leak and 
fire, the turbine deck will be severely exposed, and the cable tray can add to rapid fire 
spread. A delay in fire department response is expected which will increase the 
severity of the fire loss. 

An automatic deluge water spray system should be provided to protect the hydrogen 
seal oil units. The deluge system should be designed to provide a density of 0.30 
gpm/ft2 over the entire area of the seal oil system. 

Response: Protection for Unit no. 1 has been approved for completion in 
the 2006 Pinnacle West budget year, and Unit no. 2 approved for 
completion in the 2007 Pinnacle West budget year. 

2004.03 Outdoor Transformer Exposure 
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There is a moderate amount of oil in the main transformers associated with 
combustion turbine nos. 1 and 2 ( 6,456 and 5,200 gallons respectively). Major oil 
spills could occur as a result of transformer shell failures. Sediment, "fines", and 
inadequate grading around and in the units' curbed areas or pits could prevent the 
proper containment of these major oil spills. The combination of inadequate 
containment of a transformer major oil spill, and possible ensuing fires, could 
exposure the turbine/generator set to severe damage (transformers are 30' from the 
turbine enclosures). 

In order to minimize ground fires, accommodate the possible accumulation and 
removal of sediment or fines in the containment areas, and aid in manual fire fighting 
efforts, the following should be provided: 

a. Provide and size each drainage curbed area or pit, and/or any associated 
drainage facilities to accommodate the oil capacity of the largest transformer, 
maximum expected number of fire hose lines (500 gpm minimum) for 10 
minutes. 

A layer of uniformly graded stone should be provided in the curbed area or 
pit as a means of minimizing ground fires. This stone layer should be 
arranged to "rest" on an elevated metal grate, located approximately 1 ' below 
the curbed area or pit rim. Sizing of the pit should allow for the volume of the 
stone, as well as the perimeters noted in section "a". 

b. 

In lieu of the above: 

i 

C. The existing containment assemblies' (curbed areas or pits) for these two 
transformer units should be cleaned. This housekeeping procedure should 
involve the removal of the present stone basins from the curbed areas or 
pits, removal of all sediment and/or fines and replacing the stone basins. 
The amount of stone placed back into the containment assemblies should be 
enough to ensure that, if the entire oil contents of an associated transformer 
are spilled, the level of spilled oil will be below the ground level of the stone 
basins. This arrangement will minimize the magnitude of any ground fires. 

d. This transformer stone "cleansing" procedure should be included in the 
facility's preventive maintenance program. The frequency of this procedure 
should be based on and implemented, when the accumulation of sediment 
and/or fines in the stone basins prevents the level of spilled oil from being 
maintained below the ground level of the stone basins. (This procedure 
should be planned and completed every 18 to 36 months based on the noted 
sediment accumulations.) 

NOTE: All plans for this protection should be in accordance with N.F.P.A. standard no. 
850-3-6, "Recommended Practice for Fire Protection for Electric Generatinq Plants and 
Hiqh Voltage Direct Current Converter Stations", and submitted to the Los Angeles 
Offices of Starr Technical Risks Agency, Inc., for review and comment prior to 
installa tion. 

ADVISORY RECOMMENDATIONS 

2003.01 Water Damage Exposure 

A restroom facility was provided for the convenience of operators associated with the 
control room. This restroom is located within 8' of the operator's control console for 
all units at this facility. There were no floor drains provided in the restroom. If drains 
within each restroom's appliance were impeded (stopped-up), the water would back 
up and flow into the control room. This "back-up" water exposure could result in 
damaged electronic equipment and inadequate control and/or operation of the 
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turbine/generator, boiler and any support equipment and systems associated with 
Unit no. 1. 

To reduce the possibility of restroom water exposing the control room equipment to 
water damage, a floor drain should be provided in the restroom. This drain should be 
of ample size to handle the water from all the restroom appliances operating 
simultaneously. If the drain line must travel through the cables spreading area, or 
the MCC Room located beneath the control room, the drain piping should be 
concentrically arranged [guardian pipe (pipe within pipe)]. 

Response: The opening in the concrete floor for the drain has been 
provided. To provide the drain assembly and piping by the end 
of 2005. 

2004.01 Fire Department Visit 

Good emergency planning procedures includes adequate response from the local fire 
department. When the responding fire department has adequate information on 
plant operations and hazards, an aggressive fire fighting plan can be employed, 
potentially enhancing loss control and property conservation. A new fire department 
and (fire district) would respond to an emergency at this facility. This new fire 
department has not conducted a familiarization tour of the plant since the contract 
has been implemented. 
To ensure proper response during abnormal conditions, the local fire department 
[Marana Fire Department (Northwest Fire District)] should be prevailed upon to 
conduct a familiarization visit. This visit should include but not be limited to, a review 
of the plant layout, the location of plant sprinkler control valves and hydrants, and 
major storage tanks and equipment (turbine/generator units). This type of visit 
should be conducted annually. 

c 

Response: To complete by the end of 2005 
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TARR TECHNICAL RISKS AGENCY, INC. 
175 Water Street, 29th Floor 

New York, NY 10038 

BOILER MACHINERY LOSS PREVENTION REPORT 

Pinnacle West Capitol Corporation 
Arizona Public Service Company 

SAGUARO POWER PLANT 
Red Rock Arizona 85245 

Date of Survey: June 6,2005 
Engineer: Larry Gately and E.J.Cox 
Policy Number: STA-4101135 
Personnel Contacted: Jeffery Lee, Plant Manager 

Robert Brooks, Production Supervisor 

Description of Plant: 

The Saguaro Generating Station is located just south of Red Rock, Arizona on the east side of 
Interstate 10, approximately 28 miles north of Tucson, Arizona. Access to the plant is by paved, all 
weather roads. It has good access to highway, rail and air transportation. 

The total rated capacity of the plant is approximately 425 MW. The station is of the outdoor type, 
with 1 single centralized control room. 

There are Two General Electric Steam Turbine/Generators non-reheat, 1 OOOF, built in 1954 and 
1955. Unit 1 is rated at 115,000 kW and Unit 2 is rated at 99,000 kW. Steam is provided by two 
identical Combustion Engineering, natural circulation boilers rated at 900,000 #/hr each. Unit 1 
steam turbine was re-rated in 1979. 

There are Two Westinghouse W501AA combustion gas turbines rated at 62,500 kva and were built 
in 1972 and 1973. 

A new General Electric 7EA simple cycle combustion Turbine/Generator rated at 87,000 kva has 
been installed and connected to a single Waukesha GSU transformer rated at 92MVA. The new unit 
entered commercial operation in July 2002.The new unit is owned by PWE, and operated by APS. 

The plant operates base loaded during the peak summer months from June through October of each 
year. There are 22 employees at the plant, with 3 operators per shift when the units are in operation. 

All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures IS assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Changes Since Last Inspection: 

A generator inspection was completed on the Unit 1 U T  in 2004. 98% of the field had loose wedges 
and the field was rewedged. Megger and Doble readings taken after the inspection reviled 
satisfactory results. 

Unit 2 Combustion inspection was completed in April 2005. Burner baskets and clamshells were 
replaced. Transition pieces were reported in good condition and were not replaced. 

The Unit 1 steam turbine generator windings were cleaned during the outage in February 2005 and 
the babbit on the number 4 and 5 bearings was replaced. Megger and Doble readings taken after the 
inspection reviled satisfactory results. 

Jurisdictional Information: 

APS inspectors, who hold usedowner commissions issued by the National Board, conduct 
jurisdictional inspections. 

Recent Operational History : 

0 The plant operates as base loaded during the peak summer months from June through October of 
each year. 

A walk down of Unit 1 boiler and turbine/generator was conducted in conjunction with Robert 
Brooks, Production Supervisor. None of the units were in operation at the time of our visit. 

The external walk down of the boiler included observations of the quality and availability of the 
drum level direct image indication for control room operators, inspection of the beams, columns, 
buckstays, cross-members and boiler casings for evidence of distortion, and steam, feed water, and 
fuel system piping for proper support and condition. 

Unit auxiliaries such as station batteries and lube oil system were checked. The station batteries 
were checked for cleanliness and proper electrolyte level. No corrosion was noted on the battery 
terminals, and all electrolyte levels were above the minimum fill' line. Lube oil pressures and 
temperatures were within limits, no oil leaks were noted, and equipment appeared in good condition. 

I The generator step-up transformers were externally inspected. No evidence of overheating, corrosion, 
or leakage was noted. Oil level in the 
transformer was proper for current load. The transformer ground strap and lightning arresters were 
noted in good condition. The high voltage bushings appeared in good condition. 

Transformer pressure was within the appropriate range. 

The latest transformer oil DGA results were reviewed. The gas levels were within IEEE specifications. 
All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures IS  assumed by Starr Technical Risks 
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance w t h  any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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A generator inspection was completed on the Unit 1 C/T in 2004. 98% of the field had loose wedges 
and the field was rewedged. Megger and Doble readings taken after the inspection reviled 
satisfactory results. 

Unit 2 Combustion inspection was completed in April 2005. Burner baskets and clamshells were 
replaced. Transition pieces were reported in good condition and were not replaced. 

The Unit 1 steam turbine generator windings were cleaned during the outage in February 2005 and 
the babbit on the number 4 and 5 bearings was replaced. Megger and Doble readings taken after the 
inspection reviled satisfactory results. 

Jurisdictional Information: 

APS inspectors, who hold usedowner commissions issued by the National Board, conduct 
jurisdictional inspections. 

Recent Operational History: 

The plant operates as base loaded during the peak summer months from June through October of 
each year. 

A walk down of Unit 1 boiler and turbine/generator was conducted in conjunction with Robert 
Brooks, Production Supervisor. None of the units were in operation at the time of our visit. 

The external walk down of the boiler included observations of the quality and availability of the 
drum level direct image indication for control room operators, inspection of the beams, columns, 
buckstays, cross-members and boiler casings for evidence of distortion, and steam, feed water, and 
fuel system piping for proper support and condition. 

Unit auxiliaries such as station batteries and lube oil system were checked. The station batteries 
were checked for cleanliness and proper electrolyte level. No corrosion was noted on the battery 
terminals, and all electrolyte levels were above the minimum fill line. Lube oil pressures and 
temperatures were within limits, no oil leaks were noted, and equipment appeared in good condition. 

The generator step-up transformers were externally inspected. No evidence of overheating, corrosion, 
or leakage was noted. Oil level in the 
transformer was proper for current load. The transformer ground strap and lightning arresters were 
noted in good condition. The high voltage bushings appeared in good condition. 

Transformer pressure was within the appropriate range. 

The latest transformer oil DGA results were reviewed. The gas levels were within IEEE specifications. 
All Starr Technical Risks Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assisting insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance wth  any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Management Programs: 

A meeting was held with plant management to discuss Stan Tech engineering best practice standards 
as they apply to Boiler/Machinery issues and determine what programs APS has in place that meet 
that standard. Recommendations were offered for any areas in which the engineering best practice 
standards are not being met. 

Starr Tech engineering best practice items addressed and discussed during the meeting were as 
follows: 

1. Flow Accelerated Corrosion 
2. Transformer DGA testing frequency 
3. Operating Procedures 
4. Turbine overspeed testing 

The power industry has experienced several catastrophic failures due to a phenomenon called Flow 
Accelerated Corrosion (FAC). FAC can occur in almost all carbon steel piping that contains water 
and water/steam mixtures although it is most common around the economizer/ feedwater piping. 
High Temperature areas above 300 degrees are usually not affected. 

Aptech has conducted the required inspections and established baseline thickness readings. No 
apparent reduction in wall thickness has been found to date. 

New Recommendations: 

To further the reliability and availability of your plant equipment we offer the following 
recommendation: 

ST-06.1 

At the present time DGA testing on the GSU transformers at the plant is being done on an annual 
basis. We recommend that consideration be given to provide DGA testing on all GSU transformers 
every six months. Due to present operating conditions, the GSU transformers at the station are not 
presently operated beyond six- months in any calendar year. To conduct meaningful DGA testing, 
the transformers need to be fully loaded. If operating conditions change and the transformers are 
operated more frequently, then consideration should be given to perform DGA testing on a more 
frequent basis. 

AI1 Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assistmg insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Past Recommendations: 

ST-04.1 

Both steam turbines are scheduled for overspeed testing in May 2004. Overspeed trip testing on the 
new G/E combustiodturbines has not been conducted. We recommend this test be conducted as 
outlined below: 

Test turbine mechanical overspeed trip annually unless the primary system is electronic. For that 
system, mechanical overspeed should be conducted every 2-3 years and electronic overspeed tests or 
simulations should be conducted annually. (Priority) Follow-up 06/06/2005 Overspeed testing has 
been completed as recommended. 

Uniform Loss Events: 

Unit 1/ST 140MVA Transformer B/M PML - 750,000. Extensive electrical damage requiring full 
rewind. B/I loss 28 weeks. 

Unit 1/ST 140 MVA Transformer B/M EML - 1.5 Million. Catastrophic damage to transformer core 
and tank. Replace transformer. B/I loss 36 weeks. 

Unit 1 G/E Steam Turbine 115 MW B/M PML - 4.2 Million. Major blade failure with rotor and 
diaphragm damage caused by water induction. Requires removal of rotor for repair. B/I loss 6 
months 

Unit 1 G/E Steam Turbine / Generator 115 MW B/M EML - 19 Million. Catastrophic overspeed, 
entire turbine /generator destroyed. B/I loss 18 months. 

CT 3 G/E 7EA Combustion Gas Turbine B/M PML - 7.1 Million. Replacement of all buckets and 
combustion hardware with rotor damage. B/I loss 100 days. 

CT 3 G/E 7EA Combustion Gas Turbine B/M EML - 19.5 Million. Overspeed which destroys both 
turbine and generator. B/I loss 12 months. 

Unit 1 C/E Boiler B/M PML - 4.5 Million. Replacement of superheater/watenvalls due to low water. 
B/I 90 days. 

Unit1 C/E Boiler B/M EML - 26 Million. Massive steam explosion with damage outside the object. 
B/I loss 360 days. 

All Stan Technical Risks Agency, Inc. inspections and recommendations are purely advisory and for the purpose of assisting insureds in loss control 
and safety procedures. No responsibility for management and operation of loss control and safety procedures is assumed by Stan Technical Risks 
Agency, Inc. Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation. No insurance coverage which an.application may have been submitted to the Company is deemed to be approved or bound in any manner. 



175 Water Street, 29* Floor, New York, NY 10038 

Comments: 

Overall A P S  has sound engineering practices in place that meet the Starr Tech best engineering 
practice. Recommendations are offered when necessary to enhance the engineering practices already 
in place, and to further the future reliability and availability of the generating units at the station. 

We wish to thank Mr. Lee and Brooks for taking the time to provide the necessary information for 
our review. 

If you have any questions or comments regarding this report feel free to contact Larry Gately at 925- 
709-50 19 or Larry.Gately@aig.com. 

All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical k s k s  
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or IS in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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PINNACLE WEST CORPORATION 

Sundance Generating Station 
Casa Grande, Arizona 

2005 Inspection Report 



Engineering Inspection Report 

DATE: June 14,2005 

INSURED: 

OWNERS : 

OPERATOR: 

PLANT: 

CLASS OF RISK: 
LOCATION: 

MAILING ADDRESS: 

PLANT PHONE NUMBER: 

BUSlN ESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

R. & P.P.- 

B.1.IE.E.- 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 

Arizona Public Service 

Sundance Generating Station 

UT/PUB/OTHER 

Casa Grande, AZ 
2060 West Sundance Road 

Casa Grande, AZ 85222 

602-250-1 253 FAX: 602-250-1 41 6 

This plant is a combination duty cycle & peaking plant. The 
combustion turbines operate as peaking units during the peaking 
months June 1'' through September 15'h. There are 12 total 
employees at this plant. There are 2 operators minimum during off- 
shifts and normally 5 operators during day shifts. This plant is 
constantly attended and operates 7 days/week during the peaking 
months and 5 days/week during the remaining months. 

There are ten natural gas fired turbine-generators each with a capacity 
of 41.46 MW. Total plant capacity is 414.6 mega watts. 

Mr. Mark Zeibak, Plant Manager 
Mr. William Persyn, Risk Manager 
Ms. Kerry Baginski, Risk Management Team 
Mr. Derek Whipple, March Risk Consulting 
Mr. Ronald Adcock, Marsh Risk Consulting 

LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROPERTY 
AMT.SUB. , P.M.L. N.L.E. 

$40,000,000 $18,000,000 $5,000,000 

$1 0,000,000 $5,000,000 $1,000,000 

TOTALS: $50,000,000 $23,000,000 $6,000,000 

0 



Plant Layout: 

Fire Water System: 

SprinkledDeluge Systems: 

Public Fire Department: 

Emergency Organization: 

Overall Rating: 

RISK SUMMARY 

Good Spacing within Units: Good 

Good Management Programs: Good 

Good Inspection: Good 

Good Maintenance: Good 

Good Outside Exposures: None 

Good 
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1. REMARKS AND CHANGES 

This is an original survey. This plant is a combination duty cycle & peaking plant. The 
combustion turbines operate as peaking units during the peaking months June 1“ through 
September 1 dh. 

There is one new recommendation submitted as a result of this survey. Recommendation 
no. 2005.01 request that “protective relays” located throughout the facility be re-calibrated 
every 3 years. 

A list of maintenance type items were discussed with plant management at the time of the 
survey, and were submitted under separate cover for consideration and completion. 

Sundance Generating Station 
Casa Grande, Arizona 
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0 2- This facility first built as the PPL Global Power Project in 2001. The plant was operated by 
Sundance Energy LLC from the completion of construction to 2005, when it was purchased 
by Pinnacle West Corporation. 
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3. DESCRIPTION 

This facility is located in' Casa Grande, Arizona. The site covers 324 acres, with 30 to 40 0 
acres fenced for plant operations. This provides a considerable cushion to any exposure in 
any direction in the form of vacant land. The plant site consists of level ground, with good 
drainage. 
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0 

0 

0 

This property lies outside the 500-year flood plain as shown on the FIRM map No. 040077 - 
panel 0725 C, dated August 15, 1983. Flood exposure for this site is considered minimal to 
none. 

The combustion turbine-generators are located on the northern side of the fenced plant area. 
It consists of a total of ten units. The south side is used for support operations (Administration 
Building/Control Room, utilities, and containment ponds. 

Construction is primarily non-combustible. Noncombustible buildings are metal on steel 
frame walls and roofs, with concrete floors. The combustion turbines all are located in 
noncombustible enclosures. 

Sundance Generating Station Page 4 
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4. PROCESS 

UNIT NUMBERS 1 2 3 4 
I 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

5 

Currently this facility is used as a duty cycle site; with the gas turbines used as peakers when 
other generating units in the Pinnacle West system are off-line during the peaking months of 
June 1" through September 15'h. This plant operates on demand when the region's electrical 
demand exceeds the base load. The plant consists of ten gas turbine-generators sets. The 
total generating capacity of the plant is 414.6 mega watts. A cold start will take 6 minutes. 

I 

Rated Capacity (MW) 41.46 MW @ 
80F 

4.2. SYNOPSIS OF UNITS (OR OPERATIONS) 

4.2.1. Unit Summary 

41.46 MW @ 41.46 MW @ 41.46 MW @ 41.46 MW @ 
80F 80 F 80F 80F 

Number of Stages 

Type (Model) 

I Year Built I 2001 I 2001 I 2001 I 2001 I 2001 I 

~~ 

7 Turbine 7 Turbine 7 Turbine 7 Turbine 7 Turbine 

LM6000 pc LM6000 pc LM6000 pc LM6000 pc LM6000 pc 

Manufacture 

Voltage (KVA) 

Voltage (KV) 

Speed (RPM) 

Cooling 

I I I I I 1 

TURBINES n 

Brush Brush Brush Brush Brush 

71000 71 000 71 000 71000 71000 

13.8 7 3.8 13.8 13.8 13.8 

1800 1800 1800 1800 1800 

Air Air Air Air Air 

I Manufacturer I GE I GE I GE I GE I GE I 

Capacity (GPM) 

Cooling Water Supply 

NIA NIA NIA NIA NIA 

N/A NIA NIA NIA NIA 

I I 

GENERATORS 
I 

Sundance Generating Station 
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Year Built 200 1 2001 

Rated Capacity (MW) 41.46 MW @ 41.46 MW @ 
80F 80F 

2001 2001 2001 

41.46 MW @ 41.46 MW @ 41.46 MW @ 
80F 80F 80F 

I I 

TURBINES 

I Manufacture I Brush I Brush I Brush I Brush I Brush I 

I 

Manufacturer 

Number of Stages 

Type (Model) 

GE GE GE GE GE 

7 Turbine 7 Turbine 7 Turbine 7 Turbine 7 Turbine 

LM6000 pc LM6000 pc LM6000 pc LM6000 pc LM6000 pc 

Voltage (KVA) 

Voltage (KV) 

71 000 71000 71000 71 000 71000 

13.8 13.8 13.8 13.8 13.8 

COMBUSTION TURBINE 

Speed (RPM) 

Cooling 

There are ten GE - LM6000 natural gas turbine-generator sets located on the north side of 
the site. These units were constructed in 2001 and are used for duty cycle and peaking 
operations (when other generating units in the system are off-line). The T-G’s are package 
units, with all of the equipment required for operation, including lube oil reservoirs and pumps 
enclosed within respective metal enclosures or adjacent metal buildings. Each unit is rated to 
provide 41.46 MW from the air-cooled generator. The turbine is operated at roughly 1,800 
rpm. The power is generated at 60 Hz and 13.8KV. 

1800 1800 1800 1800 1800 

Air Air Air Air Air 

Each gas turbine lube oil system has a reservoir capacity of 500-gallons. Adequate 
containment is provided. 

1 

CONDENSER 
COOLING 

4.2.2. Fuel Supply 

Capacity (GPM) 

Cooling Water Supply 

The primary fuel for all units is natural gas. Gas is supplied from El Paso Natural 
Gas Company through a 30” pipeline that reduces to 12” into the plant for the 
combustion turbine nos. 1 through 10. Gas is supplied at 1,000 psi and is reduced to 
650 psi for supply to the combustion turbines. 

NIA N/A N/A NIA NIA 

N/A N/A N/A N/A NIA 

4.2.3. PuliverizerslSilos 

Not applicable to this facility. 
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4.2.4. Steam Boilers 

Not applicable to this facility. 

Main Transformers 1 2 3 

Manufacturer Waukesha Waukesha Waukesha 

4.2.5. Steam Turbine Generator Sets (T-G) 

Not applicable to this facility. 

4 5 

Waukesha Waukesha 

4.2.6. Control RoomlMCClMlarehouse Building 

The following operations are located in the Administration Building. 

KVA 

Voltage inlout 

Gallons of Oil 

Control Room: 

1 15,000 11 5,000 1 15,000 1 15,000 1 15,000 

13.8/230,000 13.8/230,000 13.81230,OOO 13.8169,OOO 13.8169,OOO 

10,600 10,600 10,600 10,600 10,600 

There is a single control room that is used to monitor and operate all ten units. This 
control room occupies approximately 883 sq.ft. of the Main Administration Building. 
The room is sprinklered with no raised floor. The control room is continuously 
occupied when the plant is operational. All operational and fire alarms are monitored 
in the control room. The room is cut-off from the remaining administration operations. 
Housekeeping is considered good and combustible loading low. 

Warehouse 

KVA 

Gallons Of Oil 

The warehouse is located on the west side of the Main Administration Building. The 
warehouse consists of rack storage 10 to 12 feet (mostly spare or replacement 
electrical or mechanical parts in cardboard boxes). A small section of the warehouse 
area is utilized as a maintenance shop. This warehouse operation is cut-off from the 
remaining Administration Building. 

14,000 14,000 

1,212 1,212 

4.2.7. Pollution Controls 

All of the combustion turbines (IO) utilize a SCR catalyst and aqueous ammonia 
(29% concentration) injection for NO, control. There are 2-1 5,000 gallon aqueous 
ammonia tanks for the plant. Each tanks supplies 5 units. They are located on the 
south side of the site grounds within the fenced area. 

4.2.8. TransformerslSwitchyardslDistribution 

Sundance Generating Station Page 7 
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Each main transformer processes the generated power for 2 combustion turbine 
units. (Transformer no. 1 is for unit nos. 1 and 2; transformer no. 2 is for unit nos. 3 
and 4; etc.) 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAMS 

Maintenance programs at this plant may be classified as preventive. 

The site uses a computerized maintenance program. Items are scheduled for service per 
manufactures recommendations (GE) and plant experience. This program stores historical 
maintenance data and automatically generates work requests for routine maintenance items. 
The program also tracks spare parts and inventory. 

5.2. INSPECTION 

Thermoqraphy 

The plant conducts annual thermography of plant electrical equipment. There are plans to 
transfer this annual evaluation to the “Substation Maintenance & Construction Group” out of 
the Dear Valley Office. The “work order number” (WO) associated with any corrections 
completed as a result of the thermography should be entered into the written documentation 
associated with the thermography. This maintenance type item has been submitted 
under separate cover for consideration. 

Oil Analysis 

Oil analysis (Screen & Gas) is conducted on all main transformers annually. It is 
recommended that these tests be conducted semi-annual (However, since this plant may not 
operate year round, the recommended testing schedule may be adjusted to the operational 
period.), Additional details associated with dissolved gas analysis are covered by the Boiler 
& Machinery report. 

Vibration Monitoring 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relays 

To ensure that the “protective relays” throughout the site operate in a prompt and 
proper manner, they should be tested and calibrated every three years (industry 
standard). The protective relays have not been re-calibrated. This item has been 
recommended for compliance. See the RECOMMENDATION section of the report for 
details. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Relief Valve Testing 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Instrument Trip Testing 

All trips are tested during planned outages. 
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Cathodic Protection 

The storage tank cathodic protection is apart of the corporate inspection program. 

Fire Protection Equipment 

1. Weekly: Fire pumps run weekly (churn testing). 

2. Monthly: Fire pump flow test; Visual inspections on fire extinguishers. 

3. Quarterly: Control valves associated with fixed sprinkler systems should be 
serviced quarterly. This item placed on the maintenance type list for compliance. 

4. Semi-Annual: The detection devices associated with the COz systems are tested semi- 
annually and the entire system serviced annually. 

5. Annual: Service fire extinguishers, and test fire hydrants, pre-action, and wet sprinkler 
systems annually. 

5.3. SAFETY MANAGEMENT 

Present safety management programs and procedures are considered acceptable. 
However, there are plans to update and/or convert the present procedures to the Pinnacle 
West Corporate guidelines. 

The Pinnacle West Corporation written impairment notification procedure and program will be 
properly implemented per corporate guidelines. Sample of the email notification was 
submitted to local plant management under separate cover. 
There are documented procedures for safe hot work. 

Locks out Tag out procedures are used for all electrical equipment. 

5.4. MISCELLANEOUS 

PCB’s 

Information regarding equipment containing PCB’s was not provided during the course of this 
survey. 
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6 .  PROTECTION 

6.1. FIRE WATER SYSTEM 

The water supply is provided from a 350,000 gallon storage tank; of which 240,000 
0 

gallons is dedicated for fire protection water supply to. the 1 O-inch underground loop 
system. 

There are two fire water pumps. There is one electrical and one diesel driven fire pump. 
Both pumps are 1500 gpm @ 125 psi rated units. All fire pump alarms [including pump 
running (both), diesel pump controller in the ”OF F” position & controller trouble, low 
fuel level] are monitored in the control room. The pumps are used to supply water to 
the fixed water sprinkler systems in the plant as well as private hydrants. 

Tests of the fire pumps were not conducted during the course of this survey. However, 
the arrangement and operation of the pumps were considered “good“. A test of the 
units will be conducted at the time of the next scheduled survey. 

6.2. SPRINKLER PROTECTION, BUILDINGS 

There is sprinkler protection provided for the mechanical equipment buildings associated with 
each combustion turbine units (one building associated with 2 units), the Administration 
Building (including the control room and shop warehouse), and the auxiliary lube oil storage 
shed. The protection is adequate for the operation, and o‘ccupancy. There are several low 
value structures and buildings on this site with no sprinkler protection. Because these 
structures and buildings are considered low value and are adequately detached from major 
buildings and structures, no sprinkler protection is recommended. 

Application Deman 

2,000 73.4 

i7-j- 67.308 

1,555 1 34.7 

Entire 73.96 

727.86 

140.79 

251.9 

442.96 

%” orifice: 200 
O F  heads 

%” orifice: 155 
O F  heads 

%,, orifice: 155 
O F  heads 

%” orifice: 200 
O F  heads 

Warehouse in 
Admin Bldg 
[500 GPM for 
hose (wet pipe)] 

Control Room 
in Admin Bldg 
(pre-action 
system) 

Offices (wet 
pipe) 

33’ x 20’ - Lube 
Oil Skid Area 
(wet pipe) 
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6.3. FOAM 

442.96 Entire %,, orifice: 200 
OF heads 

Entire 442.96 

Entire 

%” orifice: 200 
OF heads 

Entire 

442.96 

Entire 

%. orifice: 200 
OF heads 

73.96 

73.96 

442.96 

73.96 

73.96 %,, orifice: 200 
O F  heads 

%,, orifice: 200 
OF heads 

--------- 

I 

33’ x 20’ - Lube 
Oil Skid Area 
(wet pipe) 

33’ x 20’ - Lube 
Oil Skid Area 
(wet pipe) 

33’ x 20’ - Lube 
Oil Skid Area 
(wet pipe) 

33’ x 20’ - Lube 
Oil Skid Area 
(wet pipe) 

46’ x 23’ - Air 
Compressor 
Area (wet pipe) 

There are no foam systems or equipment at the facility. The use of foam will be determined 
and provided by the local responding fire department. 

6.4. FIRST AID PROTECTION 

0 
There are private fire hydrants (15) provided throughout the facility. These hydrants are 
sufficiently supplied from the plant’s fire pumps and tank arrangement. 

Fire extinguishers are adequately placed throughout the site. 

Each main transformer is provided with UV detection. This detection is monitored in the 
control room. 

Manual pull alarms are provided at the exit of each plant building. 

A system of smoke detectors are provided for the following locations; with all alarms 
monitored in the control room: 

0 

0 

0 

0 

0 

CEMS Enclosures (Ionization smoke detectors) 

Control Room [Part of pre-action system (Ionization smoke detectors)] 

Service Building [I & E & Electric Area (Ionization smoke detectors)] 

MCC’s for Power Blocks [5 Buildings (Ionization smoke detectors)] 

Mechanical Buildings for Power Blocks [5 Buildings (Ionization smoke detectors)] 

I 
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6.5. 

6.6. 

6.7. 

6.8. 

6.9. 

0 Service Building - Water Treatment Area (Rate-of-Rise & Ionization smoke 
detectors) 

0 CTG Electric & Control Enclosures [I 0 Enclosures (Ionization smoke detectors)] 

0 CTG SFC Package (Ionization smoke detectors) 

Fuel Gas Compressor Enclosures [5 Enclosures (Ionization smoke detectors)] 

Gas detection systems are provided for the gas compressor enclosures. They are designed 
to “trip” the respective compressor through a hard-wired interlocked circuit. If gas alarms 
associated with two or more Gas Compressors Enclosures are activated, the plant’s fuel gas 
shut-off valve will automatically close, through a hard-wired interlocked circuit. All of these 
alarms and interlocks are monitored in the control room. 

SPECIAL PROTECTION SYSTEMS 

Combustion Turbines 

The GE combustion turbine units are protected by low-pressure automatic operating carbon- 
dioxide extinguishing systems. These units were installed by the manufacture (GE) for the 
combustion turbines as part of the original design. The design concentration level is 37%. 
Actuations of the systems are monitored in the control room. 

PUBLIC FIRE DEPARTMENT 

Fire response is provided by the city of Casa Grande, AZ Public Fire Department. There are 
3 responding fire stations within the 65 square miles of the city. Each station has a minimum 
of 3 full time paid fire fighters (including a captain) per shift per station. This fire department 
is well trained and equipped, and fire fighters tour the plant regularly in order to be familiar 
with the hazards. The IS0 town protection class for Casa Grande is 4. 

MUTUAL AID 

None 

EMERGENCY ORGANIZATION 

There is a documented emergency plan/organization, which is designed to handle fires in 
their incipient stage. Annually, employees are trained in the use of fire extinguishers. 

SECURITY AND ALARMS 

The plant is completely fenced. 

Main gate access is controlled by a computerized “cardkey” system. Entrance to the plant 
may be control by control room operators. 
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7. LOSS / RISK INFORMATION ~0 
7.1. SITE VALUES (Generating Plant and Switchyard) 

The 100% values reported by Pinnacle West in the 2004 submission are: 

Total Property $250,000,000 

Total $250,000,000 

Business Interruption- Not insured 
Extra Expense- $1 0,000,000 

$10,000,000 
$260,000,000 

TOTAL 

7.2. LOSS ESTIMATES 

(Based on Estimated Values from Starr Tech Guidelines) 

FIRE AND EXPLOSION: 

The Amount Subiect 

Definitions: 
The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

If a fire occurred on the lube oil system on Unit no. 5 combustion turbine-generator set and 
was allowed to burn “unchecked” the following loss could be expected: With no manual 
emergency response to this fire, and no fixed protection operating, we could expect to loose 
100 % of the combustion turbine-generator sets 5 and 6 (turbine units arranged in pairs; with 
a Mechanical Equipment Building between the two; Units 1 & 2, Units 3 & 4, etc.). This loss 
would include combustion turbine units (5 & 6); a Mechanical Equipment Building, auxiliary 
piping, and support systems (damaged M&E within 30’ of initial loss area). Due to adequate 
separation of the remaining units, buildings, and structures they would not be involved in this 
fire scenario. Downtime is at least 1 year. The total loss value would be $40,000,000 or 16% 
of the site values. 

Amount Subject: PD - $40,000,000 or 16% 
EE - $10,000,000 or 100% 

Total - $50,000,000 
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$18,000,000 (cost of 41 mega watt unit based on Starr Tech reference guidelines dated 
2/2001; with inflation) 

$18,000,000 x 2 = $36,000,000 

Plus $4,000,000 in damage to support equipment and buildings. 

$36,000,000 + $4,000,000 = $40,000,000 P.D. 

$10,000,000 utilized in extra expense to get the 2 units back in operation within a year. 

Probable Maximum Loss 

Definitions: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 

The PML considers a fire involving the turbine-generator lube oil or bearings for Unit no. 
5. The fire will involve a release and ignition of the lube oil. The definition of a PML event 
considers that the primary means of protection (C02 extinguishing system for the turbine 
enclosure) is out of service, and the emergency shutdown procedures are impaired or 
inoperative. The fire is expected to cause major damage to Unit no. 5 combustion 
turbine-generator set, and some support equipment and systems prior to the local fire 
department employing manual fire fighting efforts. With the good water supply, 
notification procedures and moderate fire department response time (plant remotely 
located) the loss would be limited to the aforementioned equipment. The loss would 
damage the entire unit no. 5 turbine-generator set. However, the fire would be contained 
mostly to this turbine-generator unit and some support equipment and systems. 
Adequate and operating fixed protection on other turbine generator set and buildings that 
would prevent any major damage to those area. This loss is expected to be 7 % of the 
total plant values or; or approximately $1 8,000,000: 

It would take 1 year to replace the damaged unit. (Extra expense of $5,000,000 to be 
incurred.) 

Probable Maximum Loss: PD - $18,000,000 or 7% 
EE - $5,000,000 or 50% 

Total - $23,000,000 

Normal Loss Expectancv (NLE) 

Scenario One: 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $5,000,000 or 2% 
BVEE - $1,000,000 or 10% 
Total - $6,000,000 

The NLE considers a fire involving the turbine-generator lube oil system for Unit no. 5. The 
fire will involve a release and ignition of the lube oil and hydrogen. The definition of a NLE 
event considers that the relevant fire protection (C02 extinguishing system for the turbine 
enclosure) and emergency shutdown procedures functioning and operating as expected 
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(prompt and proper). With good notification procedures, water supply, and moderate fire 
department response time (plant remotely located), the loss would be limited no more than 
27% of Unit no. 5; 

$18,000,000 (cost of 41 mega watt unit based on Starr Tech reference guidelines dated 
2/2001 with inflation; guidelines also indicate that no more than $5,000,000 in damage to this 
unit with a protected enclosure: 

The down time is expected to last 3 month; however, business interruption coverage is not 
covered under this policy. (Extra expense of $1,000,000 could be incurred.) 
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8 .  RECOMMENDATIONS 

8.1. NEW RECOMMENDATIONS 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr 
Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below. 

PRIORITY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property and/or business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Starr Technical Risks Agency, Inc. suggests 
that these items be given top priority in risk improvement planning and budgeting. 

IMPORTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADVISORY 
Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be established. 

ADVISORY RECOMMENDATION 

2005.01 Protective Relay Re-calibration 

When "protective relays", such as differential and over-current relays malfunction and/or trip in an 
inappropriate manner, the results can be severe damage to major electrical units and electrical 
support systems. 

To ensure that the "protective relays" throughout the site operate in a prompt and proper manner, 
they should be tested and calibrated every three years (industry standard). 

N.F.P.A. standard no. 708, "Recommended Practice for Electrical Equipment Maintenance", Chapter 
20-10.3.1 (B) states in part that .... "Protective relays should be acceptance tested prior to being 
placed in service and should be tested periodically thereafter to ensure reliable performance. In a 
normal industrial application, periodic testing should be done at least every 2 years." (The protective 
relays have not been re-calibrated since the plant began operations in 2001 .) 
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777 Figueroa Street, Los Angeles, California 9001 7 
Phone (21 3) 689-3664 

FAX (212) 689-3665 

BOILER MACHINERY LOSS PREVENTION REPORT 

Pinnacle West Capitol Corporation 
Arizona Public Service Company 

SUNDANCE ENERGY 
2060 West Sundance Road 

Casa Grande, Arizona 85222 

Date of Survey: 07/21/2005 
Engineer: Larry Gately 
Policy Number: STA-4102620 
Personnel Contacted: Mark Zei bak, O&M Manager 

Description Of Plant: 

The facility is a 450MW peaking plant with five (5) power blocks each, consisting of (2) 
General Electric LM6000 PC SPRINT aeroderivative gas turbines/ Brush generators 
rated at 48 MW each, connected to a single GSU transformer rated at 57,500 KVA. 
Voltage is generated at 13.8 and steeped up to 230Kv. All Ten engines are simple cycle 
and used for peaking service. The units use water injection and ammonia/ SCR for NOx 
control. 

The plant entered commercial operation in July 2002, and was purchased by APS from 
PPL Corporation in May of this year. Plant personnel from PPL were retained by APS to 
operate the facility. 

The SPRINT cooling system has been designed to lower the high-pressure compressor 
inlet temperature, which in turn effectively lowers the compressor discharge temperature. 
The system consists of an interstage mist injection system that uses an atomized water 
spray to cool the low-pressure booster discharge air. Demineralized water is injected into 
the airflow path through a series of 24, half-inch diameter air-assisted spray injection 
nozzles that are evenly spaced along the circumference in the front frame of the engine. 
Half of the nozzles are located radially toward the outside diameter and the other half 
toward the middle. The water has a flow rate of 10 gpm. Air for the system is supplied 
from the engine's 8th stage bleed extraction port. 



The SPRINT system (injecting water between the high-pressure/low- pressure 
compressor) will be utilized for increased power output at all times. 

LM 6000PC Issues 

LM 6000 High Pressure Turbine Diffuser Cracking 

In December 2003 General Electric issued service letter 6000-03-06 regarding HPT 
diffuser distress on six units in the fleet. The service hours on the six affected engines 
ranged from 7,000 hours to 24,000 hours. General Electric has designed a new forged 
diffuser to replace the original cast diffuser and has recommended replacement of the cast 
diffusers. The engines will need to be sent to a repair depot, as the replacement cannot be 
done in the field. The service hours on the ten engines at the facility range from 1,458 
hours to 947 hours. 

Until new diffusers are available General Electric has recommended semi- annual 
borescope inspection of the HPT diffuser. While the plant is conducting semi- annual 
inspections, inspection of the HPT diffuser requires a special borescope, only available 
from General Electric. 

As the plant wishes to conduct these inspections using their own personnel, the plant has 
included purchase of the required borescope in the upcoming budget cycle and will 
complete the required inspections. 

According to Mr. Zeibak, past borescope inspections have reveled no major issues and all 
of the engines have exitibited only normal blade coating loss. 0 

Changes Since Last Inspection: 

This was our visit to the facility 

Jurisdictional Information: 

APS inspectors, who hold usedowner commissions issued by the State of Arizona, 
conduct the required jurisdictional inspections. 

Recent 0 perat ion al His tory: 

The Sundance facility was visited on July 2 1,2005 to perform a loss prevention survey of 
the plant. Plant Operation and Maintenance programs were reviewed and discussed 
during this visit. None of the units were in operation. 

The gas turbine/generator enclosure on power block 5 was entered. There were no 
indications of oil leaks, excessive temperature, or misoperation. Even though the unit has 
only 1052 fired hours on it, is evident that great pride is taken at the facility to limit oil 
leakage before it becomes an issue. Housekeeping inside the enclosures is excellent. 0 



Unit auxiliaries such as station batteries and the lube oil system were checked. The station 
batteries were checked for cleanliness and proper electrolyte level. No corrosion was noted 
on the battery terminals, and all electrolyte levels were above the minimum fill line. Lube oil 
pressures and temperatures were within limits, no oil leaks were noted, and equipment 
appeared in good condition. 

0 
The generator step-up transformer was externally inspected. No evidence of overheating, or 
corrosion was noted. Transformer pressure was within the appropriate range. Oil level in 
the transformer was proper for current load. The transformer grounding straps and lightning 
arresters were noted in good condition. The high voltage bushngs appeared in good 
condition. 

The latest transformer oil DGA results were reviewed. The gas levels were within BEE 
specifications. 

Management Programs: 

A meeting was held with plant management to discuss Starr Tech engineering best 
practice standards as they apply to BoiledMachinery issues and determine what programs 
Sundance has in place that meet that standard. 

The Sundance facility for the most part have sound engineering practices in place that 
meet or exceed the Starr Tech best engineering practice. Recommendations are offered 
when necessary to enhance the engineering practices already in place, and to further the 
future reliability and availability of the generating units at the facility. 

0 
Recommendations were offered for any areas in which the engineering best practice 
standards are not being met. 

Starr Tech engineering best practice items addressed and discussed during the meeting 
were as follows: 

1. Plant Management programs 
2.  Operator Training programs * 
3. Operating Procedures 
4. Capacity discharge testing on station emergency batteries* 
5. Weekly operational testing programs 
6. Relay calibration frequency 
7. Transformer DGA testing frequency 
8. Preventive Maintenance Programs 
9. Status of outstanding Service Bulletins (LM6OOOPC) 
10. Infrared Scanning 
1 1. Electrical Testing 

*The previous owners of the plant developed operator-training programs, 
however the training programs are in the process of being redeveloped to 
coincide with the corporate APS training programs. 



GSU Transformers 

It was suggested that the Sundance peaking facilities develop a transformer contingency 
program for the Five GSU transformers at each site. There is a spare transformer at the 
plant, but it was not part of the sale and is being sold by the previous owners. 

Industry experience has shown that generator step-up transformers have a high severity 
rate of failure. These failures can lead to lengthy outages of 32 to 38 weeks to obtain a 
replacement transformer. Developing a pre-emergency plan could save a considerable 
amount of money and downtime. This plan should include determining a firm location of a 
replacement transformer, including costs and lead time, locating a rewind shop that can 
perform the work on an expedited schedule, and review of transportation routes to 
determine any potential problems in advance. 

Recommendations: 

To further the reliability and availability of your plant equipment we offer the following 
recommendations : 

ST 07-01 
Capacity discharge testing on station emergency batteries 
The station batteries at the plant have never had capacity discharge testing performed. It 
was recommended that this testing be performed at the end of the current peak-operating 
season. 

ST 07-02 

LM 6000 High Pressure Turbine Diffuser Cracking 

In December 2003 General Electric issued service letter 6000-03-06 regarding HPT 
diffuser distress on six units in the fleet. The service hours on the six affected engines 
ranged from 7,000 hours to 24,000 hours. General Electric has designed new forged 
diffuser to replace the original cast diffuser and has recommended replacement of the cast 
diffusers. The engines will need to be sent to a repair depot, as the replacement cannot be 
done in the field. The service hours on the ten engines at the facility range from 1,458 
hours to 947 hours. 

Until new diffusers are available General Electric has recommended semi- annual 
borescope inspection of the HPT diffuser. While the plant is conducting semi- annual 
inspections, inspection of the HPT diffuser requires a special borescope, only available 
from General Electric. 

As the plant wishes to conduct these inspections using their own personnel, the plant has 
included purchase of the required borescope in the upcoming budget cycle and will 
complete the required inspections. Please notify us as to the time frame in which the 
required inspections will be completed. 

Uniform Loss Events: 



Power Block 1-5 One -58 MVA Transformer B/M PML - 350,000. Extensive electrical 
damage requiring full rewind. B/I 20 weeks. 

Power Block 1-5- One 58 MVA Transformer 58 MVA Transformer B/M EML - 
750,000. Catastrophic damage to transformer core and tank. Replace transformer. B/I 32 
weeks. 

One General Electric LM6000 PC SPRINT aeroderivative gas turbine rated at 48 MW, 
B/M PML - 2.6 Million. Replacement of all blades and combustion hardware with rotor 
damage. B/I loss 180 days. 

One General Electric LM6000 PC SPRINT aeroderivative gas turbine rated at 48 MW, 
B/M EML - 13.6 Million. Overspeed that destroys both turbine and generator. B/I loss 8 
months. 

Comments: 

Overall APS has sound engineering programs in place that meet the Starr Tech best 
engineering practice. Recommendations are offered when necessary to enhance the 
engineering practices already in place, and to further the future reliability and availability 
of the generating units at the station. 

We wish to thank Mr. Zeibak, for taking the time to provide the necessary information 
for our review. 

If you have any questions or comments regarding this report feel free to contact Larry 
Gately at 925-709-5019 or Larry.GatelyGdaia.com. 

All Starr Technical Risks Agency, Inc. inspections and recommendations are purely advisory and for the purpose of 
assisting insureds in loss control and safety procedures. No responsibility for management and operation of loss control 
and safety procedures is assumed by Starr Technical Risks Agency, Inc. Neither the Company's right to make 
inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf of or for the benefit of 
'the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule 
or regulation. No insurance coverage which an application may have been submitted to the Company is deemed to be 
approved or bound in any manner. 

http://Larry.GatelyGdaia.com
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Engineering Inspection Report ' DATE: April 4, 2005 

INSURED: 

OWNER: 

OPERATOR: 

PLANT: 

CLASS OF RISK: 

LOCATION: 

LATlLON G : 

MAILING ADDRESS: 

PLANT PHONE NUMBER: 

BUSlN ESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

R. & P.P.- 

6 .  I./E. E.- 

TOTALS: 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 

Arizona Public Service Company 

Ocotillo Generating Station 

UT/PUB/OTH ER 

Tempe, Arizona 

Latitude = 33.4259", Longitude = -1 11.9144' 

1,500 E. University Drive 
Tempe, Arizona 85281 

This plant operates 12 months a year; with peaking months (June 1'' 
through October 31") the plant typically operates 12 hours from 8:OO 
am to 1 :00 am. There are a total of 27 employees working at this plant 
(24 full time and 3 temporaries). There are 2 operators on site during a 
minimum shift. This plant is constantly attended with three shifts during 
the weekdays. 

This plant consists of two steam turbine generating units and two- 
combustion turbine generating units. The total generating capacity of 
the plant is roughly 340 MW. There is a R & D solar electrical 
generating facility located on the south side of the site grounds. The 
facility is utilized to test various solar type electrical generating systems 
for future application. Corporate personnel conduct operations and 
management of the R & D facility. 

602-350-31 50 FAX: 602-350-31 33 

Mr. Dave Simonton, Plant Manager 
Mr. Mike McDermitt, Production Supervisor 
Ms. Natalie Springston, Plant Engineer 
Mr. Ronald Adcock, Marsh Risk Consulting 

LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROPERTY 
AMT. SUB. P.M.L. N.L.E. 

$1 20,767,230 $18,000,000 $4,200,000 

$1 0,000,000 $10,000,000 $5,000,000 

$1 30,767,230 $28,000,000 $9,200,000 



Plant Layout: 

Fire Water System: 

Sprinkler/Deluge Systems: 

Public Fire Department: 

Emergency Organization: 

Overall Rating: 

Ocotillo Generating Station 
Tempe, Arizona 

RISK SUMMARY 

Good Spacing within Units: Good 

Good Management Programs: Good 

Fair Inspection: Good 

Good Maintenance: Good 

Good Outside Exposures: Light 

Good 
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I .  REMARKS AND CHANGES 

Recommendation no. 2002.02 requesting improvements for main transformer oil drainage and 
containment has been completed; recommendation 2003.01 requesting the oil leaks on the 
main transformer associated with Unit no. 2 be repaired, has been completed; and 
recommendation 2003.03 requesting that the exterior doors associated with combustion 
turbine nos. 1 & 2 enclosure be repaired, has been completed; All of these recommendations 
are removed from the report. 

0 

Recommendation nos. 1997.01 (Steam Turbine Generator Set Protection) and 1999.01 (Steam 
Turbine Lube Oil Reservoir Protection) have been removed from this report, because of 
underwriting perimeters, and the anticipated prompt response time by the local fire 
department (fire station located next to the site). 

There are two resubmitted recommendations: Recommendation no. 2003.04 request that the 
“wet” pipe sprinkler system for the area beneath the control room be converted to a “pre- 
action” system; in lieu of fixed water-based protection, a total flooding gaseous system be 
provided for the electronic cabinets in the noted area; and recommendation no. 2004.01 
request that a system of smoke detectors be provided for the R&D Facility. 

There are no new recommendations submitted as a result of this survey. . 

A list of maintenance type items were discussed with plant management at the time of the 
survey, and were submitted under separate cover for consideration and completion: 



2. HISTORY 

This plant was originally started in 1959 as a base load facility. Two steam turbine generator units 
were utilized in conjunction with two gas and oil fired boilers. In 1973, two combustion turbine 
generator package units were added. In 1987 steam turbine units 1 & 2 where placed in a mothball 
condition. In 1988 the units were brought back on line as a peaking plant. 

0 
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3. DESCRIPTION 

1 

2 

3 

4 

5 

This plant is located within the limits of the city of Tempe, Arizona. The plant is surrounded by vacant 
or open land, minimizing the exposure from uninsured entities. The plant is located on level ground 
with good drainage. The plant layout is considered to be good overall, and spacing between units is 
adequate. Equipment such as cooling towers is adequately detached as to pose no hazard to other 
major pieces of equipment or structure. 

This plant consists of two steam turbine generator sets, two steam boilers, two combustion turbine 
generator package units, two cooling towers, five hydrocarbon storage tanks, and some small 
buildings used for administration, and maintenance. 

The plant is not located in a 100-year flood zone. Per FIRM map No. 2170E dated 9/4/91 the site is 
located in zone X. 

No. 2 55,000 28,000 

Diesel 30,000 Empty 

Empty 100,000 Empty 

Empty 100,000 Empty 
Resid Only (small quantity) Diesel 95,500 

Construction is primarily non-combustible. The only exception is the two large wood cooling towers. 
Buildings are either all metal or masonry walls with non-combustible roofs on unprotected steel. 
There are two large boilers; each supported by heavy unprotected steel framing. The steam turbine 
generator associated with each boiler is enclosed in a metal frame noncombustible structure that sits 
on a concrete deck supported on heavy unprotected steel beams. The combustion turbine 
enclosures are all non-combustible. 
There are five hydrocarbon storage tanks located at this facility. These tanks are individually diked 
with good spacing between tanks (more than one diameter). The tank size ranges from 30,000 
barrels up to 100,000 barrels. The tanks are steel with fixed cone roofs. All 100,000-barrel tanks are 
currently empty. The 55,000-barrel tank contains approximately 13,000 barrels of No. 6 oil for the 
boilers. The 30,000-barrel diesel No. 2 tank contains approximately 15,000 barrels. Diesel is used 
as a backup fuel for the combustion turbine generator units. The hazard has been minimized due to 
the fact the tanks are mostly empty. 
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The entire R & D facility produces 1 mega watt of power and is tied to the distribution grid. The power 
generated is noted but is not counting as plant production. 

There is a main control room building associated with the R&D Facility which monitors each of the 
noted R & D operations. This facility is not manned at night or the weekends. The control room 
building has a parts and shop area connected to the north side of it. Combustible loading is 
considered moderate in this area. The control room and the shop area should have a smoke 
detection system, which is monitored at a constantly attended location (Main Plant’s Control 
Room, or corporate (headquarters) facility operations. See the RECOMMENDATION section of 
the report for more details. This entire facility is adequately detached from all major buildings, 
equipment, and structures related to the power plant with exposure considered low to none. 

I 

I 
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PROCESS 0 4. 
4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

Currently this facility is used as a base load site; with the gas turbines used as peakers. 
These plants operate on demand when the region's electrical demand exceeds the base 
load. The plant consists of two steam turbine generators and two combustion-turbine- 
generating sets. The total generating capacity of the plant is 340 MW. The combustion 
turbines (peakers) are kept on warm standby during high demand periods. A cold start will 
take 12 hours. 

4.2. SYNOPSIS OF UNITS 

4.2.1. 

4.2.2. 

4.2.3. 

4.2.4. 

Unit Summary 

WESTINGHOUSE COL BUSTION TURBINE GENER ,TOR U 

There are two Westinghouse 501 gas turbine generator sets located at the north west 
side of the site. These units are used for the peaker operation. These are package 
units, with all of the equipment required for operation, including lube oil reservoirs 
and pumps are enclosed within a steel enclosure. The exceptions to the above are 
the main and auxiliary transformers associated with these combustion turbine units. 
These units are diesel and gas fired, with natural gas being the primary fuel. Each 
unit is rated to provide 55 MW from the air-cooled generator. The turbines are rated 
at 65 MW each. These units were constructed in 1972 and 1973 respectively. There 
are two 1,000 hp start-up motors for the gas turbines. 

Fuel Supply 

Plant fuel is primarily natural gas. El Paso Natural Gas Company through a 36-inch 
line at 250 psi supplies natural gas. The line feeding the plant is 12 inches in 
diameter. The gas pressure is reduced at the property line. The pressure is dropped 
to 30 psi for boiler use and 200 psi for combustion turbine use. Diesel is used as a 
back up fuel. There is a 30,000-bbl tank that is maintained for the purpose of back up 
diesel fuel. There is a one-day supply of fuel oil for unit no. 2. Presently, there are 
no plans to operate any unit utilizing fuel oil. 

PulverizerslSilos 

Not applicable at this facility. 

Steam Boilers 
The steam plant was built in 1959. Two positive pressure, reheat steam boilers were 
constructed by Combustion Engineering. The boilers are separated by 30 ft. with 
piping and steel supports joining the units. Each of these boilers is rated to provide 
835,000 pounds per hour of super heated steam at 1,925 psi and l,OOO°F. The 
boilers are designed to fire on natural gas or fuel oil. The plant does not circulate fuel 
oil to the burner fronts however fuel oil can be used as a backup fuel source. The 
boilers are tangentially fired and equipped with two burners on each corner at two 
levels (4 & 4%) for a total of 16 burners. The igniters have the same arrangement as 
the burners. The boilers are lighted using an automatic light off control system. 
There is also a local control system at each corner. The gas train is equipped with 
pressure switches and UV flame sensors. There are two boiler feed water pumps per 
unit. The BFWP are electric motor driven rated at 1750 hp @3,600 rpm. The BFWP 
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have a hydraulic coupling with an 85-gallon oil reservoir. There are two FD fans 
rated at 600 hp @ 41 60 V. 

4.2.5. Steam Turbine generator Sets (T-G) 

The steam that is generated by the boilers is transferred to the steam turbines. There 
are two turbine generator sets; both rated at 1 15 MW. These turbines are connected 
to hydrogen cooled generators which allows the generator to rotate at 3,600 RPM. 
The reduction gear from the generator to the exciter is 897 rpms. These are multi- 
stage turbines with HP and LP sections. The steam from the LP section is condensed 
in the condenser and re-circulated to the boilers. The turbines are located on a 
concrete deck, and enclosed in a steel housing. There is good separation between 
the two units, estimated at 35 ft. The hydraulic control system is with a shaft driven 
pump within the turbine enclosure. 

Cooling water is provided by two seven cell-cooling towers. These towers have 
wooden frames and PVC fills. The units are remotely located from all other major 
plant structures and buildings. The cooling towers are not sprinklered. Sprinkler 
protection is needed, but not recommended as a result of the underwriting position 
on this account. On June 3, 2003 a fire occurred on the cooling tower associated 
with Unit no. 2. 

The lube oil reservoirs for the turbine are located at the ground level, adjacent to the 
turbine deck. The lube oil reservoirs have a capacity of roughly 3,000 gallons of oil. 
The lube oil reservoir & bowser filters are diked and pose a severe exposure to the 
turbine deck. The lube oil fluid is Mobil GTE 797. A separate seal oil system is 
provided with a 200-gallon reservoir, which is located in the same area as the lube oil 
reservoirs for each unit. The reservoirs (one for each unit) are not diked. The seal oil 
reservoir is fed from the lube oil system. Clean and dirty oil reservoirs are 3,000 
gallon each. The lube oil system does not use concentric piping. The lube oil 
systems, reservoirs, and hydrogen seal oil equipment aren’t provided with 
water- spray protection. However, with the anticipated prompt response by the 
local fire department (located next to the site), and underwriting perimeters, 
recommended fixed water-spray protection for the noted equipment is not 
requested at this time. 

Hydrogen gas is used to provide cooling for the generators. Hydrogen gas is supplied 
from a 30,000-gallon tank that is located adequately from the units, and the gas is 
hard piped into the generator. The gas is prevented from leaking within the units by 
using seal oil. Hydrogen is monitored for pressure, temperature, and density (not 
purity). The hydrogen detection will alarm at or below 25% of the density. 

4.2.6. Control RmlComputer RmlCable spreadinglRmlBattery RmlCabling 

There is single control room that is used to operate the steam units as well as the 
combustion-turbine units. The control room building is two equals three stories, made 
of reinforced and filled concrete block walls, and steel on a steel frame flooring and 
roof. The control room is located at the top level, where there are two separate 
control systems, one for the steam units, and one for the combustion units. The 
bottom level is used for cable spreading, “information technology” (IT) equipment, 
Electric Shop, and a “Bailey Room”. Sprinkler protection is provided at the ceiling of 
the “IT” area (battery area), but not in the “Bailey Room”. The bottom level is also 
used to house a battery charging equipment. Continuous mechanical ventilation 
provided. Penetrations between floors & walls are adequately sealed. The bottom 
level of this building is restricted and posted as a “No “Smoking” area. 

4.2.7. Pollution Control 

No information on pollution controls provided during the course of this survey. 
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4.2.8. Transformers/Switchyards/Distribution 

KVA 

Voltage inlout 

Gallons of Oil 

140,000 140,000 70,000 70,000 7,500 

13.8169,OOO 13.8/69,000 13.8/69,000 13.81230,OOO 69,000/4,160 

7,910 7,910 5,520 9,263 2,390 

Aux. 
Transformers 

KVA 

Gallons Of Oil 

7,500 7,500 5,000 5,000 

1,480 1,480 400 400 

Transformers Diking 

All main transformers are diked, with a sump located underneath the gravel. The sump 
is designed to contain the contents of the transformer, while the gravel provides a 
blanket keeping flames away from critical equipment and confined to the sump. It was 
noted that debris and “fines” have been removed from the gravel basins. This 
arrangement will allow for the prompt and proper drainage of any spilled transformer 
oil. This is considered a good arrangement. 

4.2.9. Warehouse 

There is a steel on steel frame building used for maintenance and spare parts storage. This 
building covers an area of roughly 4,000 square feet. The combustible loading in this building 
is low. Parts storage consists of metal and electrical switching equipment. 

There is a concrete block building used for administrative offices. This building covers an 
area of 3,000 square feet roughly. The combustible loading is considered low. 
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I 5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAM 

Maintenance programs at this plant may be classified as preventive. 

The site uses a computerized maintenance program (Maximo). Items are sc. .eduled for 
service per manufactures recommendations and plant experience. This program stores 
historical maintenance data and automatically generates work requests for routine 
maintenance items. The program also tracks spare parts and inventory. 

There is an extensive electrical testing inspection program at this plant. The program is 
administered by a combination of plant employees and the Substation Maintenance & 
Construction Group out of Dear Valley Office. 

5.2. INSPECT10 N PROCEDURES 

Thermoaraphv 

Substation Maintenance & Construction Group out of the Dear Valley Office conducts 
thermography. Thermography has not been completed in the last 2 years. A request 
to resume thermography testing has been noted on the maintenance type list, and 
submitted under separate cover for consideration and compliance. 

Oil Analysis 

Oil analysis (Screen & Gas) is conducted on all of the transformers semi-annually. 

Vibration Monitorinq 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relavs 

The protective relays should be re-calibrated every 3 years. See the “maintenance list” for 
deficiencies associated with the re-calibration programs for this facility. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 
Relief Valve Testing 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Cathodic Protection 
The storage tank cathodic protection and grounding systems are checked on a scheduled 
basis. 

Cathodic protection on the underground gas piping & tanks is also checked on scheduled 
basis. 

Fire Protection Equipment 

Fire protection equipment is inspected regularly: 

1. Monthly: Visual inspections on fire extinguishers, the CARDOX system on the GT sets 
are visually inspected monthly (pressure & tank level), Ansul system is visually inspected. 

2. Quarterly: Hydrants are flushed, Hose Cabinets visually inspected, “Inspectors Test” on 
sprinkler system. Fire alarms. 
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3. Bi-annual: Ionization smoke detectors, IR detectors 

4. Annual: Fire Extinguishers, C02, Ansul 

5.3. SAFETY MANAGEMENT 

Safety management is done through a corporate safety engineer that is in charge of 
inspections, education and training all staff. The safety engineer tracks all inspection reports 
to ensure that they are being done properly. 

There is a documented fire protection impairment program, which is corporate wide. 
There are documented procedures for safe hot work. 

Locks out Tag out procedures are used for all electrical equipment 

5.4. MISCELLANEOUS 

There is some asbestos insulation on the boilers. 
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6 .  PROTECTION 

6.1. FIRE WATER SYSTEM 

Water is supplied to the plant by two separate public sources, utilizing 12-inch mains. The 
0 

public supply is used to i l l  a water tank that is used for a combination fire water and plant 
service water. The tank has a capacity of 75,000 gallons, without any reserves for firewater. 
The tank feeds three electric driven, horizontal shaft pumps that are used for service water 
and fire fighting. There are two pumps rated at 500 gpm at 100 psi, and one pump rated at 
1,000 gpm at 100 psi. The 1000 gpm pump is dedicated as the fire pump. 

A private water test was conducted during the course of this survey. With the electric- 
driven pump operating, a test was conducted with the following results: Static 120 psi; 
Residual 90 psi; flowing (pitot 62 from 1-2% open butt) 1,249 gpm (Flow hydrant 
located NW corner of Unit no. 2’s cooling tower; Readings taken from the discharge 
side of the electric-driven fire pump.). Test results are considered “good”. 

6.2. 

6.3. 

6.4. 

6.5. 

6.6.  

The public water supply mains are connected to the fire loop directly, however, the valve is 
kept normally closed, and all water supplies are diverted to the water tank. The water tank is 
automatically filled, through a float-controlled valve. 

SPRINKLER PROTECTION, BUILDINGS AND INDOOR EQUIPMENT 

There is only one automatic sprinkler system in this facility. This system is provided to protect 
the instrument repair shop and the cable spreading room underneath the control room. 
Sprinkler design information is not available; however, the piping indicates that the system is 
designed for ordinary hazard occupancy. Based on the size of this room, the sprinkler 
protection is considered adequate. 

*SPRINKLER PROTECTION, OUTSIDE EQUIPMENT AND STRUCTURES 

None provided or recommended at this time. 

*FOAM 

None on site: Local fire department maintains adequate foam as a part of their ”pre- 
plan” for this site. 

FIRST AID PROTECTION 

There are sufficient fire extinguishers located throughout the facility. In addition, there are 1 YZ 
inch hose stations located near generating units. Fire hydrants and monitor nozzles are also 
provided throughout the facility. These hydrants are sufficiently supplied from city water 
mains. 

SPECIAL PROTECTION SYSTEMS 

Both Westinghouse combustion turbine units have packaged Cardox automatic Carbon 
dioxide extinguishing systems and Ansul dry chemical extinguishing systems. These units 
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6.7.  

6 .8.  

6.9. 

were installed by the manufacture (Westinghouse) of the combustion turbines as part of the 
original design. Based on this, the assumption is made that design concentrations, discharge 
and soak times are adequate. 

The Ansul system protects the No. 5 bearing of each unit. There are two detectors & four 
discharge nozzles. The bearing is located in a hot area, and operates at temperatures in 
excess of the lube oils ignition temperature. The dry chemical powder was originally Safety 
First. This is no longer available; thus management has decided to use Ansul. The system 
was redesigned to meet the specifications of Ansul. 

The Cardox system is an automatic zoned system. A single insulated tank is used to protect 
the control room, turbine enclosure, mechanical & piping control enclosure, and electrical 
enclosure. 

Upon activation, an alarm is automatically transmitted to the control room. 

PUBLIC FIRE DEPARTMENT 

Fire response is provided by the city of Tempe public fire department. There is a fully 
attended fire station located less than a % of a mile away from the plant. This fire department 
is well trained and equipped, and fire fighters tour the plant regularly in order to be familiar 
with the hazards. The IS0 town protection class for Tempe is 2. The last familiarization tours 
of the site were July and December 2004. 

MUTUAL AID 

The facility management has made no “mutual aid” arrangements. 
fire departments will assist each other when called. 

The various local 

EMERGENCY ORGANIZATION 

There is a documented emergency plan/organization, which is designed to handle fires in 
their incipient stage. Annually, employees are trained in the use of fire extinguishers. 

6.10. SECURITY AND ALARMS 

Since September 11,2001, the plant has employed a contract guard service at the front 
gate only if the “security alert” is  at the ORANGE or higher level. This guard service 
will maintain an external present at the front gate between 6:30am to 4:30 PM, 7 days a 
week. The guard service will maintain an internal (within the fenced perimeter) 
between 4:OOpm and 7:00am, 7 days a week. Closed circuit monitors have been 
provided at this site. The cameras are monitored in the control room and the 
corporate facility. 

A smoke or heat detection system is needed for the Solar R&D control roomlshop. 
See the RECOMMENDATION section of the report for details. 

Alarms that are tied to the Cardox systems and the sprinkler system are connected to the 
control room as well as the main corporate dispatch office. 

The plant is fully fenced. 
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7 .  LOSS I ~ S K  INFORMATION 

7.1. SITE VALUES 

The 100% values as of 2004 reported to Starr Tech are: 

Buildings- $1 61,022,974 
Tanks- $included 
Mac hinery/Equipment- $included 
Stock- $ i n c I u d ed [Limit) 

$1 61,022,974 
Business Interruption- $----------------- 
Extra Expense- $ 10,000,000 

$ 10,000,000 

7.2.  FIRE AND EXPLOSION LOSS ESTIMATES 

The Amount Subiect 

Definitions 
The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

Amount SubjecffEML: PD - $120,767,230 or 75% 
BVEE - $10,000,000 or 100% 
Total - $1 30,767,230 

The Amount Subject considers a fire on the turbine-generator bearings. With no manual 
emergency response to this fire, and no fixed protection operating, we could expect to loose 
the entire the Turbine/Boiler/Control Building Structure for both unit nos. 1 and 2. Some 
auxiliary equipment & structures, transformers, cooling towers, Administration Building and 
Warehouse & Maintenance Buildings are adequately detached and would not be involved in 
this fire scenario. The Turbine/Boiler/Control Building Structure is approximately 75% of the 
site values. The loss would cost approximately $120,767,230 to replace the destroyed and 
damaged equipment and building area. (Value based on insured reported plant values.) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

$161,022,974 x .75 (% of site damaged) = $120,767,230 (total amount subject P.D. 
value) 

Probable Maximum Loss: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 

Probable Maximum Loss: PD - $18,000,000 or 11% 
BVEE - $10,000,000 or 0% 
Total - $28,000,000 

The PML considers a fire involving the turbine-generator lube oil and hydrogen system and 
reservoir for Unit no. 1 located on the level beneath and adjacent to the turbine deck. The fire 
will involve a release and ignition of the lube oil and hydrogen. The definition of a PML event 
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considers that the primary means of protection (there is no sprinkler protection provided over 
the lube oil storage; so primary means of protection would be plant hydrants and for the PML 
scenario they (private hydrants) are out of service, and the emergency shutdown procedures 
are impaired or inoperative. The fire is expected to cause major damage to Unit no. 1's 
turbine-generator set, and its support equipment & systems; with fire department response 
(station located next to the power plant) using public hydrants (moderate response) and 
good water supply, the loss would be limited to Unit no. 1's entire turbine-generator set, and 
its support equipment & systems. A 115 MW steam turbine-generator (Starr Tech 
"2120001 Reference Guide") would cost approximately $14,000,000 to replace, plus 
$4,000,000 in structural, support equipment & system damage. This loss value is - 
10% of the reported site value. 

$18,000,000 (destroyed unit + support structure and equipment) = (total PML-PD loss 
estimate) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. 

Normal Loss Expectancy (NLE) 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $4,200,000 or 2.6% 
BVEE - $5,000,000 or 0% 
Total - $9,200,000 

The NLE considers a fire involving the turbine-generator lube oil system and reservoir located 
on the level beneath and adjacent to the turbine deck. The fire will involve a release and 
ignition of the lube oil. The definition of an NLE event considers that the relevant fire 
protection and emergency shutdown procedures functioning and aperating as expected; 
(there is no sprinkler protection provided over the lube oil storage or unit bearings; so primary 
means of protection would be private plant hydrants; and they would be considered operating 
as designed). With fire department response (station located next to the power plant) using 
private hydrants (good response) and good water supply, the loss would be limited to only 
30% of Unit no. 1's turbine-generator set. No support equipment & systems or other structural 
units would be involved in this fire scenario. A 115 MW steam turbine-generator (Based on 
the Starr Tech "2/2001 Reference Guide") would cost approximately $1 4,000,000. This 
loss value is 2.6% of the reported site value. 

$14,000,000 (cost of 115 MW unit) x .30 (% of unit damaged) = $4,200,000 (total NLE 
loss estimate) 

The down time is expected to last 8 months, however, business interruption coverage is not 
provided under the current policy; only $10,000,000 in extra expense. The plant could utilize 
half of the extra expense limit on the noted loss scenario. ($5,000,000) 
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8. PROPERTY RECOMMENDATIONS ‘ 0  
8.1. COMPLETED RECOMMENDATIONS 

2002.02 Outdoor Transformer Exposure 

2003.01 Transformer Maintenance 

2003.03 Improve Combustion Turbine Protection 

I 

I 8.2. REMOVED RECOMMENDATIONS 

1997.01 

Because of underwriting perimeters and the local fire department’s anticipated prompt response time 
(fire station located next to site), this recommendation has been removed from the report. 

1999.01 

Because of underwriting perimeters and the local fire department’s anticipated prompt response time 
(fire station located next to site), this recommendation has been removed from the report. 

8.3. NEW RECOMMENDATIONS 

Steam Turbine Generator Set Protection 

Steam Turbine Lube Oil Reservoir Protection 

There are no new recommendations submitted as a result of this survey. 

8.4. PRIOR RECOMMENDATIONS 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr 
Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below. 

P Rl ORlTY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property andlor business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Star Technical Risks Agency, Inc. suggests that 
these items be given top priority in risk improvement planning and budgeting. 

I M PO RTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADV I S 0 RY 

Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be established. 
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8.5. ATTENTION TO PRIOR RECOMMENDATIONS 

IMPORTANT RECO M M EN DATlO N 

2003.04 Sprinkler Protection Conversion (Revised 02/2004) 

The area beneath the control room [Relay/lnformation Technology (IT)/Electrical Shop] is protected 
by a wet-pipe sprinkler system. Recently this area has added more high value electrical and 
computer equipment and installed suspended ceilings. As a result of the construction changes, the 
present sprinkler system will not provide adequate protection. In addition, it was noted that local 
management is concerned with the water-damaged potential from the sprinkler system. 

To provide adequate protection, and ease concerns over water damage, the present “wet” pipe 
sprinkler system should be converted to a “Pre-action” sprinkler system. The “pre-action” system 
should be actuated by smoke detectors. All plans for this conversion should be submitted to Starr 
Technical Risk Agency, Inc. for review and comment prior to installation. 

In lieu of the above: 

A total flooding gaseous extinguishing system (FM200) should be provided inside the “Bailey” and 
“information technology” (IT) electronic cabinets in the cable spreading area below the Control Room. 
This system’s concentration level, actuation arrangement, flow duration, interlocks, and alarms should 
be in accordance with N.F.P.A. standard nos. 75, “Standard for the Protection of Electronic 
ComputedData Processing Equipment”, and 2001, “Standard on Clean Agent Fire Extinguishing 
System”. In addition all idle combustible storage and occupancy should be removed from the room. 
All plans for this protection should be submitted to Starr Technical Risks Agency, Inc. for review 
and comment prior to installation. (Protection designs to include FM200 extinguishing system utilizing 
a “Firetrace” detection and actuation system; Plans to be submitted to Starr Technical Risks Agency, 
Inc. for review and comment.) 

ADVISORY RECOMMENDATION 

2004.01 

In order the response to abnormal conditions in a prompt and proper manner, and due to the 
moderate combustible loading, a system of smoke detectors should be provided for the Control 
Room/Shop Building associated the Solar Energy R&D Facility, located on the south side of the plant 
grounds. This system of detectors should be monitored at a constantly attended location (power 
plant’s control room or corporate control center). 

Smoke Detection System for R&D Facility 
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TARR TECHNICAL RISKS AGENCY, INC. 
175 Water Street, 29th Floor 

New York, NY 10038 

BOILER MACHINERY LOSS PREVENTION REPORT 

Pinnacle West Capitol Corporation 
Arizona Public Service Company 

OCOTILLO POWER PLANT 
1500 E. University Drive 
Tempe, Arizona 85281 

Date of Survey: June 8,2005 
Engineer: Larry Gately and E.J. Cox 
Policy Number: STA-4101135 
Personnel Contacted: Mike Mc Dermitt, Plant Manager 

Allan Schultz, Operations Shift Supervisor 

Description of Plant: 

The four unit Ocotillo Generating Station is situated on a 151-acre site at the intersection of 
McClintock and University in Tempe. Access to the plant is by paved, all weather roads. It has good 
access to highway, rail and air transportation. 

The total rated capacity of the plant is approximately 330 MW. The station is of the outdoor type 
with a single centralized control room. 

There are Two W estinghouse Steam TurbineIGenerators, tandem compound double flow 
1000F/1000F, 1800psig/3600 rpm units built in 1960, and rated at 110,000 kW each. There are 
reduction gears on both units' exciters. Steam is provided by two identical Combustion Engineering 
natural circulation boilers rated at 835,000 #/hr each at 2150 psig. Both boilers bum natural gadoil, 
but the boilers were designed to bum coal and are oversized. 

There are Two Westinghouse W501 combustion gas turbines rated at 62,500 kva and were built in 
1973. Both units had the Westinghouse compressor pin modifications done at the last overhauls in 
2000, by Turbo Care. 

Units 1 and 2 Steam Turbines were mothballed in 1987 and returned to service in 1988. 

All Stam Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assisbng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Stan Technical hsks 
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance wth  any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Changes Since Last Inspection: 

Mike McDermitt has been named Plant Manager 

Jurisdictional Information: 

A P S  inspectors, who hold usedowner commissions issued by the National Board, conduct 
jurisdictional inspections. 

Recent Operational History: 

The plant operates as base loaded during the peak summer months from June through October of 
each year. Unit 2 steam turbine was completely overhauled and returned to service in May 2002. The 
generator retaining rings were replaced with ones made of 18/18 material. 

None of the units were in operation at the time of our visit, due to load demand. A walk down of 
Unit 2 boiler and turbine/generator was conducted in conjunction with Allen Schultz, Operations 
Supervisor 

The external walk down of the boiler included observations of the quality and availability of the 
drum level direct image ,indication for control room operators, inspection of the beams, columns, 
buckstays, cross-members and boiler casings for evidence of distortion, and steam, feed water, and 
fuel system piping for proper support and condition. Several casing hot spots and leakage from 
boiler access doors were noted. These items will be corrected during the next outage. 

Equipment monitoring instrumentation, routine control room activities, and operator logs were 
reviewed. The operator was noted to be attentive to control room panels and indications. The boiler 
drum level indicators are readily visible to the operator. No adverse trends were noted while reviewing 
operator logs. 

The stop, control, and extraction non-return valves were examined and no problems were noted. 

Generator power factor, voltage, and current levels were normal for load generated. No imbalance 
between phases was noted. Stator winding and coolant temperatures were below alarm limits. 

Unit auxiliaries such as station batteries and the lube oil system were checked. The station batteries 
were checked for cleanliness and proper electrolyte level. No corrosion was noted on the battery 
terminals, and all electrolyte levels were above the minimum fill line. Lube oil pressures and 
temperatures were within limits, no oil leaks were noted, and equipment appeared in good condition. 

All Stan Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assistmg insureds in loss control 
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The generator step-up transformer was externally inspected. Excessive leakage coming from the center 
bushing noted during the last inspection has been repaired. 

Transformer pressure was w i t h  the appropriate range. The transformer ground strap and lightning 
arresters were noted in good condition. Transformer radiators were clean and oil pumps and fans were 
noted to be operating properly. The high voltage bushings appeared in good condition. 

The latest transformer oil DGA results were reviewed. The gas levels were within BEE specifications. 
At the present time DGA samples are being taken annually. 

The last turbine overspeed test on Unit 2 was completed after the major overhaul in May 2002. Both 
Unit 1 and 2 overspeed tests were conducted in May 2003. 

The unit Battery load testing reports were reviewed. The load testing was conducted by A P S .  One 
report indicated false readings but no comment as to if a retest was conducted on the battery cells. 
Mr. Schultz will contact John St. Clair to see if retests were conducted. 

Management Programs: 

A meeting was held with plant management to discuss Stan Tech engineering best practice standards 0 as they apply to BoiledMachinery issues and determine what programs A P S  has in place that meet 
that standard. Recommendations were offered for any areas in which the engineering best practice 
standards are not being met. 

Starr Tech engineering best practice items addressed and discussed during the meeting were as 
follows: 

I. Status of High Energy Piping inspection program 
2. Hanger surveillance program 
3. Capacity discharge testing on station emergency batteries 
4. Transformer DGA testing frequency 
5. Turbine overspeed testing 

The Station emergency battery load testing reports were reviewed. A P S  personnel conducted the 
load testing. One report indicated false readings but no comment as to if a retest was conducted. Mr. 
Schultz will contact John St. Clair of A P S  to see if retests were conducted to determine true battery 
condition. Load testing on the other battery banks indicated the batteries had sufficient capacity. 

All Stan Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assishng insureds in loss control 
and safety piocedures No responsibility for management and operation of loss control and safety procedures is assumed by Stan Technical Risks 
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The power industry has experienced several catastrophic failures due to a phenomenon called Flow 
Accelerated Corrosion (FAC). FAC can occur in almost all carbon steel piping that contains water 
and watedsteam mixtures although it is most common around the economizer/ feedwater piping. 
High Temperature areas above 300 degrees are usually not affected. 

Aptech has conducted the required inspections and established baseline thickness readings one both 
Units 1 and 2 feedwater piping. Wall thickness readings indicated measurements slightly above 
acceptable min. wall thickness on two 14-inch O.D. feedwater inlets. The piping will be again 
inspected during planned outages in 2007. 

New Recommendations: 
To further the reliability and availability of your plant equipment we offer the following 
recommendation: 

ST-06.1 
At the present time DGA testing on the GSU transformers at the plant is being done on an annual 
basis. We recommend that consideration be given to provide DGA testing on all GSU transformers 
every six months. Due to present operating conditions, the GSU transformers at the station are not 
presently operated beyond six months in any calendar year. To conduct meaningful DGA testing, the 
transformers need to be fully loaded. If operating conditions change and the transformers are 
operated more frequently, then consideration should be given to perform DGA testing on a more 
frequent basis. 

Past Recommendations: 
To further the reliability and availability of your plant equipment we offer the following 
recommendations: 

ST-04.1 
Overspeed trip testing on the combustiodturbines 1 and 2 was last completed in 2000. We 
recommend this test be conducted as outlined below: 

Test turbine mechanical overspeed trip annually unless the primary system is electronic. For that 
system, mechanical overspeeds should be conducted every 2-3 years and electronic overspeed tests 
or simulations should be conducted annually. (Priority) FOLLOW-UP 06/08/2005 COMPLETED 
ON Both Units. 

All Starr Technical Risks Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assistmg insureds in loss control 
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ST-04.2 
The generator step-up transformer was externally inspected. Excessive leakage was noted coming 
from the center bushing. The ground around the transformer is saturated with oil and a drip pan has 
been installed to contain the oil. At some point the access cover to the center bushing had been 
welded in place. To cut into the cover to gain access could possibly contaminate the oil. Present 
plans are to try and gain access through another opening and borescope the area to see if an internal 
baffle is in place below the effected bushing so the door can be removed without contaminating the 
oil and repair the leak. 

The leaking bushing on Unit 2 should be repaired as soon as possible. (Priority) FOLLOW-UP 
06/09/2005 REPAIRS COMPLETED AND LEAKS STOPPED. 

ST-04.3 
The steam turbine was visually inspected; excessive seal/ water leakage was noted on both sides of the 
L.P. turbine, above the condenser expansion joints. The leaking seals should be repaired at the first 
available outage. (Priority) 
FOLLOW-UP 06/09/2005 REPAIRS COMPLETED 

Uniform Loss Events: 

Unit 1/ST 14OMVA Transformer B/M PML - $750,000. Extensive electrical damage requiring full 
rewind. B/I loss 28 weeks. 

Unit 1/ST 140 MVA Transformer B/M EML - $1.5 Million. Catastrophic damage to transformer 
core and tank. Replace transformer. B/I loss 36 weeks. 

Unit 1 Westinghouse Steam Turbine 110 MW B/M PML - $4.2 Million. Major blade failure with 
rotor and diaphragm damage caused by water induction. Requires removal of rotor for repair. B/I 
loss 6 months 

Unit 1 Westinghouse Steam Turbine / Generator 110 MW B/M EML - $19 Million. Catastrophic 
overspeed, entire turbine /generator destroyed. B/I loss 18 months. 

CT 1 W501AA Combustion Gas Turbine B/M PML - $4.4 Million. Replacement of all buckets and 
combustion hardware with rotor damage. B/I loss 100 days. 

CT 1 W501AA Combustion Gas Turbine B/M EML - $17.6 Million. Overspeed which destroys 
both turbine and generator. Model is no longer in production. Obtain used unit. 

Unit 1 C/E Boiler B/M PML - $4.5 Million. Replacement of superheatedreheater due to low water. 
B/I 90 days. 

All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 



Unit1 C/E Boiler B/M EML - $26 Million. Massive steam explosion with damage outside the 
object. B/I loss 360 days. 

Comments: 

Overall AI'S has sound engineering programs in place that meet the Starr Tech best engineering 
practice. Recommendations are offered when necessary to enhance the engineering practices already 
in place, and to further the future reliability and availability of the generating units at the station. 

We wish to thank Mr. McDermitt and Schultz for taking the time to provide the necessary 
information for our review. 

If you have any questions or comments regarding this report feel free to contact Larry Gately at 925- 
709-501 9 or Larry.Gately@aig.com. 

All Starr Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assisting insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or IS in compliance with any law, rule or 
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Engineering Inspection Report 

DATE: April 19, 2005 

INSURED: 

OWN E RS : 

0 PE RAT OR: 

PLANT: 

CLASS OF RISK: 

LO CAT ION : 

LATlLON G : 

MA1 LI NG AD DRESS: 

PLANT PHONE NUMBER: 

BUSINESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 

Arizona Public Service 

West Phoenix Generating Station 

UTlP U BlOTH ER 

West Phoenix, AZ 
Lat = 33.4422", Long = -1 12.1 594" 

4606 Hadley Street 
Phoenix, AZ 85043 

602-250-1 253 FAX: 602-250-1416 

This plant is a combination duty cycle & peaking plant. The 
combustion turbines operate as peaking units during the peaking 
months June 1'' through September The combined cycle units 
operate as duty cycle typically 12 to 16 hours per day. There are 55 
total employees at this plant. There are 6 operators on site during a 
minimum shift. This plant is constantly attended and operates 7 
dayslweek during the peaking months and 5 dayslweek during the 
remaining months. 

There are three natural gas & oil fired combined cycle turbine- 
generators each with a capacity of 88 MW (60 MW gas turbines & 28 
MW steam turbines). There is one combined cycle turbine (no. 4) with 
a capacity of 11 7.9 MW (73.3MW gas turbine & 44.6 steam turbine). 
There is combined-cycle unit (Unit no. 5) arranged and referred to as a 
2 x 2 ~ 1  set. The capacity of this unit-set is 530 MW (two-gas turbines, 
two HRSG's and one steam turbine). There are two combustion 
turbines each with a capacity of 55 MW. There are two steam turbines 
located in the "Old Side" of the plant, which were previously 
refurbished for use, have now been officially decommissioned. Total 
plant capacity is 1021.9 MW (NOT including the 96 MW associated 
with units on the "old side" of the plant). 

Mr. Steve Williams, Plant Manager 
Mr. Andre Norwood, Production Supervisor 
Mr. Ronald Adcock, Marsh Risk Consulting 



LOSS ESTIMATES BRIEF 0 
PROP E RTY PROPERTY PROPERTY 
AMT. SUB. P.M.L. N.L.E. 

R. & P.P.- $248,400,000 $39,744,000 $1 4,350,000 

B.1.IE.E.- $1 0,000,000 $10,000,000 $2,000,000 

TOTALS : $258,400,000 $49,744,000 $16,350,000 

RISK SUMMARY 

Plant Layout: 

Fire Water System: 

Sprinkler/Deluge Systems: 

Public Fire Department: 

Emergency Organization: 

Overall Rating: 

Good Spacing within Units: 

Fair Management Programs: 

Poor Inspection: 

Good Maintenance: 

Good Outside Exposures: 

Good 

Good 

Good 

Fair 

Good 

Moderate 

~ 
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1. REMARKS AND CHANGES 

This is a duty cyclelpeaker plant used to supplement high power demand periods. The 
plant consists of an older section that was originally started in 1937, and a newer 
section that was built in the 1970’s. The two units located in the ”older section” of the 
plant (”steam turbine” Unit nos. 4 and 6 rated at 33 and 63 mega watts respectively) 
that were refurbished in 2002 for operation, have been decommissioned, with no plans 
to operate them again. There are no plans to up-grade the fire underground water 
mains and pumping equipment associated with the old section of the plant. Some 
spare parts for Unit no. 5 (2x2~1) are being maintained in the Turbine Building (old 
steam plant). Spare parts consist most of large motors (3,500 hp; 7,500 hp electric 
motors), with the total value of the spare part storage at approximately $5,000,000. 
There is a planned outage for unit no. 5 October 2005. Most of the spare parts will be 
utilized at that time. A “walk-through” of the “old section” of the plant site is 
conducted once every shift. 

0 

Recommendation no. 2003.01 requesting floor drains be provided for the restroom, 
located in the main control room has been completed, and is removed from this report. 

There are four resubmitted recommendations: Recommendation no. 1997.01 request 
protection on the oil systems associated with the combined cycle steam turbines (nos. 
1 through 3); Recommendation no. 2003.02 request that faulty exterior doors (and 
locking hardware) associated with combustion turbine enclosures on Unit nos. 1, 2, & 
3 should be repaired or replace, and then maintained in the “closed” position at all 
times (This is recommended in order to maintain the proper C02 concentration within 
the enclosures.); Recommendation no. 2004.01 request that the present self 
inspection program for fixed fire protectionldetection systems and equipment be 
updated and implemented per N.F.P.A guidelines; and Recommendation no. 2004.02 
request the design criteria for the fixed fire systems associated with Unit no. 5 be 
submitted to Starr Technical Risks Agency, Inc. 

There were two new recommendations submitted: Recommendation no. 2005.01 
recommends detection for the 1-2-3 MCC, and two warehouses on the “Old Plant 
Side”; and Recommendation no. 2005.02 request that the openings around penetration 
seals be filled in between the control room and the basement cable spreading area 
beneath it. 

A list of maintenance type items were discussed with plant management at the time of 
the survey, and were submitted under separate cover for consideration and 
completion: 

West Phoenix Generating Station 
Phoenix, Arizona 
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, 2. HISTORY 

This facility first operated in 1937, using the old steam plant. This plant was originally used as 
a base load steam turbine power plant, generating a total of 18 MW from a single unit. In the 
1940's, five additional steam units were added, for a total capacity of 155 MW. Three of these 
steam units were dismantled in the 1970's. Two units located in the "older section" of the 
plant ("steam turbine" Unit nos. 4 and 6 rated at 33 and 63 mega watts respectively) had not 
operated in over 10 years, were refurbished for electric power production in 2002. These two 
units were then decommissioned with no plans to ever be utilized again. 

In the early 1970's two-combustion turbine units were added. These units have a capacity of 
55 MW each. In 1976 three combined cycle units were added, each rated at 88 MW. 

In 2001 a fourth combined cycle unit was added with a rated capacity of 1 17.9 MW. 

A combine-cycle combustion turbine-generator set (2x2~1) rated at 530 mega watts (Unit no. 
5) was constructed and began commercial operation in 2003. 

The plant currently operates as a duty cycle/peaker facility 

0 
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3. DESCRIPTION 

This facility is located within the city limits of Phoenix Arizona. The plant is located in the 
northwestern portion of the city. The plant covers an area of roughly 100 acres. The plant 
site consists of level ground, with good drainage. 

This property lies outside the 1 OO-year flood plain, but inside an area identified as Zone B, as 
shown on the FIRM map No. 21 10D. A zone B is defined by FEMA as “area between the 
limits of the 100 year flood and the 500 year flood; certain areas subject to the 100 year 
flooding with average depths less than one foot; or where the contributing drainage area is 
less than one square mile; or areas protected by levees from the base flood.” Flood 
exposure for this site is considered minimal. 

This plant is divided into several areas. The east portion consists of the old steam plant, and 
is now idle. 

The west portion is used for the insureds current operation, and it consists of a total of seven 
units. The south side is leased to a petroleum product distributor, utilizing the storage tanks 
for a terminal operation. In addition, there are several building structures used for 
maintenance, storage and administrative purposes. 

The idle steam plant is well separated from the remainder of the plant. The two combustion 
turbines are adequately separated from the three combined-cycle units. 

Construction is primarily non-combustible. The only exception is the three large wood cooling 
towers and the small lab & change house buildings. Noncombustible buildings are either all 
metal or masonry walls with non-combustible roofs on unprotected ceilings. The combustion 
turbine and combined cycle turbine all have noncombustible enclosures. 

There is a tenant on the site. The tenant is Pro Petroleum, a distributor of bulk petroleum 
products. Pro Petroleum has a lease capacity of 290,000 bbls. Pro Petroleum currently 
leases tanks I D  (30,000 bbl fixed roof), 2D (100,000 bbl floating roof), and can also utilize 
space in the tanks designated as R2, R3 & R4. Tanks R2, R3 & R4 are also used by APS as 
diesel oil storage. APS maintains an inventory of about 40,000 barrels in these tanks. Pro 
Petroleum utilizes the remaining space for storage of the diesel oil. Jet fuel is stored in tanks 
I D  & 2D. 

The facility conducts internal and external tank inspection per API 653 guidelines. An 
internal inspection of Tank 1R was conducted in 2001; and at that time the tank’s 
bottom was replaced. An internal tank inspection was completed on Tank nos. 2R and 
3R in 1998 and 2001 respectively. An internal tank inspection was completed on Tank 
I D  in 1996-1998. Tank no. 2D was internally inspected in 1994, and will be internally 
inspected again in 2004. Tank no. R4 is out of service with no plans for it to be utilized 
(internal tank inspection indicated signs of corrosion). 

Pro Petroleum also has loading/unloading facilities on the south side of the plant. There is a 
rail bottom loading rack that is rarely used, and a two-island bottom loading truck rack that is 
used regularly. APS owns and maintains all equipment. Tanks 1D & 2 0  are located at the 
north end of the facility. The tanks are diked. The smaller tank is over 1000 ft. to the east of 
the combustion turbines. Exposure protection is considered adequate. 

The Santa Fe pipeline feeds the plant. The pipelines consist of a 20” and an 8”. The product 
is stored in up to eight welded steel tanks. The five 100,000 barrel tanks have floating roofs. 
All tanks are adequately diked. All tanks are equipped with high and high-high level alarms 
and interlocks. Protection is provided in the form of semi fixed foam for the tanks, monitor 
nozzles and hydrants for the loading areas. See “PROTECTION’ section for details. 

West Phoenix Generating Station 
Phoenix, Arizona 

Page 3 



4. PROCESS 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

The primarv fuel for all units is natural gas. Gas is supplied from El Paso Natural Gas 
0 

Company though a 20” pipeline that reduces to 12” into the plant for the combustion turbine 
nos. 1 and 2; and combine cycle unit nos. 1, 2, & 3; And the 12” pipeline in the plant reduces 
to 8” for Unit no. 4. The natural supply pipeline for Unit no. 5 combine-cycle (2x2~1) reduces 
from the noted 20” line to 14”. Gas is supplied at 230 psi and is reduced to 190 psi for supply 
to the combustion turbines and to 60 psi for supply to the combined cycle units. 

4.2. SYNOPSIS OF UNITS (OR OPERATIONS) 

4.2.1. Unit Summary 

COMBUSTION TURBINE UNIT NOS. 1 & 2 (Westinqhouse 501A’s) 

There are two Westinghouse 501A gas turbine generator sets located on the north 
side of the site. These units were constructed in 1972/1973 and are used for peaker 
operation. The T-G’s are package units, with all of the equipment required for 
operation, including lube oil reservoirs and pumps enclosed within the steel 
enclosure. These units are diesel and gas fired, with natural gas being the primary 
fuel. Each unit is rated to provide 55 MW from the air-cooled generator. The turbine 
is operated at roughly 10,000 rpm. The exhaust from this turbine flows directly 
through air handling equipment and out through the stack. The turbine is coupled to 
the generator through a gearbox such that the generator speed is synchronized at 
3,600 rpm. The power is generated at 60 Hz and 13.8KV. 

The gas turbine lube oil system is Mobil DT 797 and the reservoir is 1,200 gallons. 
Adequate containment is provided. 

Start-up on the combustion turbines is 30 minutes. 

COMBINED CYCLE UNIT NOS. 1,2, & 3 (General Electric) 

1976 Units (3) 

General Electric originally built these units in 1976. Each of these units consists of a 
gas-fired turbine, hydrogen-cooled generator, Heart Recovery Steam Generator 
(HRSG), and a steam turbine. These sets are unique in the fact that the gas turbine 
and the steam turbine drive the same generator along a common shaft. The gas 
turbine is designed to provide 60 MW through the generator. The steam turbine is 
designed to provide an additional 28 MW. Each unit is capable of providing a total of 
88 MW. Each T-G set is completely enclosed, and is designed as a package unit, 
with all control equipment, lube oil reservoirs and pumps located inside of a steel 
enclosure. 

The combustion turbine may be fired using diesel fuel or natural gas. The combustion 
turbine is used to bring the unit up to a speed of roughly 2,000 rpm, which is not the 
proper synchronization speed. After 30 minutes, the HRSG temperature is high 
enough to produce superheated steam. When the proper steam pressure is reached, 
the steam inlet valve to the steam turbine is opened, and the steam turbine begins to 
carry some of the generator load. When the steam pressure rises to the operating 
pressure, the entire set will be operating at 3600 RPM, and the unit will be 
synchronized. 
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Hydrogen is supplied to these T-G sets from a 30,000-gallon hydrogen tank located 
more than 100 feet from the T-G sets. The gas is hard piped into the generator. The 
gas is prevented from leaking within the units by using seal oil. The seal oil system is 
located inside of the T-G enclosures. Hydrogen concentration and purity in the 
generator are all monitored and arranged to sound an alarm when outside of 
acceptable limits. 

The lube oil reservoir for each unit is located in a pit outside. The lube oil reservoirs 
have an unknown capacity. The lube oil reservoir contains both Mobil GT 797 and 
Fyrquel in separate compartments. Fyrquel is a fire resistant industrial gas turbine 
lubricant. Fyrquel is used for the bearings on the gas turbine end. The Mobil GT 797 
is used on the steam turbine bearings and seal oil bearings. The lube oil system 
does not use concentric piping. 

The HRSG for each unit is designed to provide roughly 22,800 pounds of steam per 
hour at a pressure of 600 psi at 850OF. 

Start-up on the combined cycle turbines: 
a. Hot = 1 hour 
b. Warm = 1 % hour 
c. Cold = 2 % hour 

There is a Babcock and Wilcox diesel fired auxiliary boiler, rated at 40,000 Ibslhr. and 
used for condensate production. Combustion controls include high and low steam 
atomizing pressure supervision, high and low oil temperature and pressure 
supervision, airflow supervision and UV flame detection. 

COMBINE-CYCLE UNIT NO. 4 (General Electric) 

This combustion-turbine in known as Unit no. 4 was built in 2001. It consists of a gas- 
fired turbine, an air-cooled generator, Heat Recovery Steam Generator (HRSG), and 
a steam turbine. General Electric manufactures the combustion-turbine/generator. It 
is a GE Frame 7-EA model. The gas turbine is designed to provide 73.39 MW 
through the generator. The GE generator has a KVA rating of 107,000 with a power 
factor of .85. The steam turbine is designed to provide an additional 44.61 MW. The 
steam turbine is manufactured by Dresser-Rand. The Dresser-Rand generator has a 
KVA rating of 52,482 with a power factor of .85. The total output for Unit no.4 is 
117.9 MW. The T-G set is completely enclosed, and is designed as a package unit, 
with all control equipment to be monitored in the present control room. 

The combustion turbine is powered by using natural gas. After the HRSG 
temperature is high enough to produce superheated steam the steam inlet valve to 
the steam turbine is opened, and the steam turbine begins to carry its generating 
load. When the steam pressure rises to the operating pressure, the entire set will be 
operating at 3600 RPM, and the unit will be synchronized. The HRSG (design and 
manufactured by Foster Wheeler) associated with the unit is designed to provide 
steam at 300,160 Ibs./hr (high pressure), 68,000 Ibs./hr (low pressure), with 1,222 psi 
(high), and 113 psi (low) respectively. The HRSG has high and low final steam 
temperatures of 974 O F  and 375 OF respectively. There is one gas-fired "duct" burner 
associated with the HRSG. This duct burner is provided with the appropriate 
combustion safeguards (vent line has been extended beyond the unit). The new 
Bailey DCS- Mark V control system will interface with the control system for Unit no. 
4. 

There is a lube oil hose connecting the lube oil reservoir on combustion 
turbine Unit no. 4 (inside the turbine enclosure) and a centrifuge (filter pump) 
located outside the turbine enclosure. This arrangement prevents the doors of 
the enclosure from closing, resulting in an ineffective gaseous extinguishing 
system (COJ for the unit (door openings will prevent the proper C02 
concentration from being maintained in the enclosure). A permanent hose 
arrangement should be made through the wall of the enclosure (with proper 
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seals around any hose penetrations). This deficiency is noted on a 
maintenance type list and is submitted under separate cover for evaluation and 
compliance. 

5A 

SiemenslMtestinghouse 

21 3,700 

3600 

COMBINE-CYCLE (2 x 2 x 1) SET (SiemensNVestinghouse Model 501FD2 

5B 

SiemensNVestinghouse 

213,700 

3600 

West Phoenix 
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UNIT NUMBERS 

hydrogen 

Year Built 

Rated Capacity 
(MW) 

BOILER 

Manufacturer 

Steam Temp. "F 

Steam Pressure, 
Psig 

Lbs. Of 
Steam/Hour 

No. of Duct 
Burners, 

Manufacturer 
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watts) 

Manufacturer 

Voltage (KVA) 
~ ~~ 

Voltage (KV) 

Speed, RPM 

Cooling 

5 
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I 
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I 

5A 
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5B 

Kawasaki 
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Steam 
Turbinelgenerator 

I Manufacturer I Siemens (HE - TPL 60 hz) I 

One Steam TurbinelGenerator for 5A & 5B 

1 Mega-Watts 1 192 I 
I kVA 226,000 I I 
* Two combustion turbines supply two HRSG’s and are connected to one steam turbine generator. This 
arrangement is referred to as a 2x2~1 set. 

#The combustion turbines have a higher MW rating (188 MW), but referencing “de-rating curves” and power factors 
the nominal rating of each unit is 169MW; resulting in the entire 2 x2 XI set rated at 530 MW. 

The two combustion turbine/generators are rated at 169 mega-watts, and are 
manufactured by SiemenskVestinghouse. 

The lube oil reservoirs associated with the each of the combustion turbine units have 
a capacity of 6,650 gallons with an additional 166-gallon tank associated with the 
hydraulic system for each unit. The reservoirs are located adjacent to the respective 
units in containment reservoirs, and metal housings. The lube oil reservoirs are 
protected by total flooding FM200 protection. 

There are five cooling towers at this facility. There is one 6-cell unit, which 
supplies cooling water for Unit nos. 1, 2, & 3. There is a 3-cell unit, which 
supplies cooling water for Unit no. 4. There is a 10-cell unit, which supplies 
cooling water for Unit no. 5. The two cooling towers (4-cell) located on the 
“Old Side” of the plant, that were used are now decommissioned Unit nos. 4 
and 6. They are not in operation. All of these towers have wooden frames and 
PVC fills. The units are remotely located from all other major plant structures 
and buildings. The cooling towers are not sprinklered. Sprinkler protection is 
needed, but not recommended as a result of the underwriting positions on this 
account. 

4.2.2. Fuel Supply 

The primary fuel for all units is natural gas. Gas is supplied from El Paso Natural 
Gas Company through a 2 0  pipeline that reduces to 12” into the plant for the 
combustion turbine nos. 1 and 2; and combine cycle unit nos. 1, 2, & 3; And the 12” 
pipeline in the plant reduces to 8 for Unit no. 4. The natural supply pipeline for Unit 
no. 5 combine-cycle (2x2~1) reduces from the noted 20” line to 14”. 

Gas is supplied at; 190 psi for combustion turbine nos. 1 & 2; 60 psi for combine- 
cycle unit nos. 1, 2, & 3; 300 psi for combine-cycle unit no. 4; and 600 psi for Unit no. 
5 (2x2~1) set: 

The main El Paso Natural gas switchyard is located 2,270’ east of the plant at the 
corner of 43rd and Hadley Street. 

4.2.3. PuliverizerslSilos 
~ 

Not applicable to this facility. 

4.2.4. Steam Boilers 

There are boilers associated with Unit nos. 4 and 6 in the “old section” of the plant. 
The boiler associated with Unit no. 4 is a Babcock & Wilcox designed unit rated at 
325,000 Ibs. of steam per hour at 920 psi and 900 OF. The primary fuel for this unit is 
natural gas with oil as an alternate fuel (oil not used). Unit no. 4 boiler has 8 gas 
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burners and 8 oil burners, all located at the same firing level. The burners are all 
manually fired and they are ignited one at a time using a kerosene torch igniter. The 
boiler is pre-purged for 5 minutes prior to ignition. Boiler no. 4 has a 104’ high, 8’ 
diameter stack. 

The boiler associated with Unit no. 6 is a Combustion Engineering designed unit 
rated at 675,000 Ibs. of steam per hour at 920 psi and 905 O F .  The primary fuel for 
this unit is natural gas with oil as an alternate fuel (oil not used). Unit no. 6 boiler has 
three levels of burners with 4 gas burners and 4 oil burners on each level. The 
burners are all manually fired and they are ignited one at a time using a kerosene 
torch igniter. The boiler is pre-purged for 5 minutes prior to ignition. Boiler no. 6 has 
a 135’ high, 13.5’ diameter stack. 

Unit no. 5 HRSG’s 

The steam that is generated by the 2 HRSG’s associated with unit nos. 5A & 5B 
combustion turbines are used to supply the steam to one Siemens (HE-TPL 60 Hz) 
steam turbine/generators. The HRSG’s are Kawasaki units designed at 1047 psi and 
545,466 Ibs/hr. Each HRSG is provided with duct burners (3). The duct burners 
extend 15’ above the units. Combustion controls and safeguards are considered 
good for this operation. 

4.2.5. Steam Turbine Generator Sets (T-G) 

“Old Section” Unit nos. 4 & 6 Turbine-Generators 

GE manufactured the turbine and generator for Unit no. 4. The turbine was originally 
rated at 30,000Kw at 850 psig at 900 OF at 3,000 rpm. The generator is hydrogen 
cooled, 3,600 rpm, 3 phase, 60 Hertz, 12,500 v rated at 35,294 KVA at .85 pf. The 
Unit no. 4 turbine-generator is installed on a reinforced concrete deck near the center 
of the Turbine Building. 

Westinghouse manufactured the turbine and generator for Unit no. 6. The turbine 
was originally rated at 60,OOOKw at 850 psig at 900 O F  at 3,600 rpm. The generator 
is hydrogen cooled, 3,600 rpm, 3 phase, 60 Hertz, 12,500 v rated at 70,588 KVA at 
.85 pf. The Unit no. 6 turbine-generator is installed on a reinforced concrete deck 
near the south side of the Turbine Building. 

These two units located in the ”older section” of the plant [“steam turbine” Unit 
nos. 4 and 6 rated at 33 and 63 mega watts (after refurbishment) respectively 
have been “decommissioned” with no plans to utilize them again. 

Unit no. 5 Steam Turbine 

The one steam turbine/generators is rated at 189 mega-watts and is manufactured by 
Siemens. #The combustion turbines have a higher MW rating (188 MW), but 
referencing ”de-rating curves” and power factors the nominal rating of each turbine 
unit is 169MW; resulting in the entire 2 x2 XI set rated at 530 MW. 

The lube oil reservoir associated with the steam turbine unit is 3,600 gallons and is 
located on the adjacent to the respective units in storage tanks. There is a control 
module with a 175 gallon oil tank associated with its’ operation. These tanks are 
protected by deluge water spray protection. 

4.2.6. ControllComputerlCable SpreadinglBatterylCable Rooms 

Control Buildinq, There is a single control room that is used to presently operate all 
eight units. F w o  additional units from the “old section” of the plant (Unit nos. 4 & 6); 
and the new combustion-turbine and steam powered generators (Unit No. 4); the 
three combine-cycle units 1976; the two gas turbines (1972 & 1973), and Unit nos. 
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5A & 5B combine-cycle unit and the steam turbine associated with its operation.] This 
control room consists of a main floor and a basement that is used for cable 
spreading. The floor area of this building is roughly 1,000 square feet. The control 
equipment consists of new Bailey DCS computers; one for the Westinghouse units, 
and the other for the General Electric units. The basement cable tray rack is limited to 
three tiers. There is an UPS system in the basement that is used to safely shut down 
the plant. This entire building is protected by a Cardox system (manual). Openings 
were noted between the cable spreading room and the control panels. Idle 
combustible storage is considered to be excessive in the basement. Housekeeping 
is considered good. 

A restroom is provided for the convenience of operators in control room. This 
restroom is located near the operator’ s control console associated with 
respective turbine/generator units. Floor drains are provided in this restroom. If 
drains within the restroom’s appliance were impeded (stopped-up), the water 
would NOT back up and flow into the control room. 

4.2.7. Pollution Controls 

Combined-cycle unit no. 3 utilizes a SCR catalyst and aqueous ammonia (29% 
concentration) injection for NO, control. (Aqueous ammonia tank). 

Unit no. 5 (2 x 2 x 1) uses SCR [Selective Catalytic Reduction (seal catalyst with C02 
pressure system)] for NO, control. There are no dampers installed in the waste heat 
boiler, so the gas turbines cannot be operated in the simple cycle mode if the waste 
heat boilers are down. 

4.2.8. TransformerslSwitchyardslDistribution 

UVA 250,000* 125,000 250,000 70,000 70,000 

Voltage inlout 13.8/230,000 13.81230,OOO 13.81230,OOO 13.8169,OOO 13.8/69,000 

Gallons of Oil 15,800 13,824 15,800 5,520 4,582 

Aux. Transformers AB6 

UVA I 20,000 I 20,000 I 17,500 I 5,000 1 5,000 

400 I 400 I Gallons Of Oil 1 1,833 1 1,833 1 

* Unit nos. 1 & 2 share a common main transformer. 
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Main 
Transformers 

Manufacturer 

KVA 1 495,000 

5A 5B 

Waukesha ** Waukesha 

Voltage inlout (kv) 15Kv and 16.5 Kv to 
230 Kv c Gallons of Oil 20,450 

Station 
Transformers 

230,000 I 

Virgins Transformer Virgina Transformer 

15Kv to 230 Kv 

12,800 

I I 20,000 I 20,000 KVA I 
1,760 I 1,760 I Gallons Of Oil I I 

** The combustion turbinelgenerator (SA) and the steam turbinelgenerator a 
Waukesha transformer rated at 495 MVA. 

Voltage inlout 69112.5 6911 2.5 

Gallons of Oil 4,074 7,880 

. 

I 4.2.9. Warehouses 

I Main Warehouse (no. 1) 

5 ciated with the Init no. 5 fed ir  D the 

The main warehouse is steel on steel frame building with an overall area of 
approximately 7,000 sq.ft. This warehouse is located northwest of the Administration 
Building (Main Office). This one story building is used for the storage of large turbine 
generator spare parts, including blades, pumps and motors. These parts are stored in 
racks to a height of 7 feet. This building is not sprinklered. The materials stored in this 
building.at-e mostly noncombustible. The Warehouse is adequately separated from 
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other major buildings, equipment, and or structures. Sprinkler protection is needed, 
but not recommended, due to adequate underwriting arrangements. 

Warehouse no. 2 

Warehouse no. 2 construction consists of a steel frame building with an overall area 
of approximately 5,000 sq.ft. This warehouse is located west of the “Old Side” 
Turbine Building. This one story building is used for the storage of spare parts, 
pumps, and motors in cardboard boxes and crates in racks to a height of 12’. This 
building is not sprinklered, but is detached from all major buildings and/or equipment 
structures. However, to ensure prompt response to abnormal conditions, a system of 
smoke detectors should be provided for the building and monitored in the control 
room. See the RECOMMENDATION section of the report for more details. 

Warehouse no. 3 

Warehouse no. 3 construction consists of a steel frame building with an overall area 
of approximately 3,000 sq.ft. This warehouse is located west of the “Old Side” 
Turbine Building. This one story building is used for the storage of spare parts, 
pumps, and motors in cardboard boxes and crates in open rack shelving to a height 
of I O ’ .  Most of these parts are associated with Unit no. 5 (2x2~1). This building is not 
sprinklered, but is detached from all major buildings and/or equipment structures. 
However, to ensure prompt response to abnormal conditions, a system of smoke 
detectors should be provided for the building and monitored in the control room. See 
the RECOMMENDATION section of the report for more details. 
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~~~~ ~~ 

5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAMS 

Maintenance programs at this plant may be classified as preventive 

The site uses a computerized maintenance program (Maximo). Items are scheduled for 
service per manufactures recommendations (GE) and plant experience. This program stores 
historical maintenance data and automatically generates work requests for routine 
maintenance items. The program also tracks spare parts and inventory. 

5.2. INSPECTION 

Thermography 

Substation Maintenance & Construction Group out of the Dear Valley Office conducts 
thermography. Most of recent tests should be maintained at the facility. 

Oil Analvsis 

Oil analysis (Screen & Gas) is conducted on all of the transformers annually. It is 
recommended that these tests be conducted semi-annual. Additional details associated with 
dissolved gas analysis are covered by the Boiler & Machinery report. 

The Combined-Cycle steam turbine lube oils are tested every six months & the Combined- 
Cycle Gas Turbine lube oil is tested monthly. The Westinghouse GT lube oils are tested 
every 6 months. 

Vibration Monitorinq 
The turbine-generator sets are equipped with fixed vibration monitors that are set to alarm 
and then trip the units when excessive vibration is detected. Vibration patterns are reviewed 
to ensure there are no negative trends. A hand held monitor checks other major rotating 
equipment. Vibration patterns are reviewed as needed. 

Protective Relavs 

The protective relays have been calibrated (updated) with the installation of the new DCS 
systems. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Relief Valve Testing 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler & Machinery inspection report. 

Instrument TriD Testing 

All trips are tested during planned outages. 

Cathodic Protection 

The storage tank cathodic protection is on the corporate inspection program (Cathodic 
protection is reviewed semi annually and monitored monthly). Vapor seals are checked 
every 5 or 10 years. 

Cathodic protection on the gas piping is checked on a scheduled basis. 
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Fire Protection Equipment 

Fire protection equipment inspection schedules, maintenance procedures and testing 
documentation need to be updated. Deficiencies associated with the plant fire 
protections systems andlor equipment has been noted on the maintenance list that 
was submitted under separate cover. Sample maintenance and testing documents 
were sent to plant management as an aid in improving servicing documentation. 

1. Weekly: Fire pumps run weekly (churn testing). 

2. Monthly: Visual inspections on fire extinguishers. 

3. Quarterly: Hose Cabinets visually inspected, “Inspectors Test” on sprinkler system. Fire 
alarms. 

4. Semi-Annual: The detection devices associated with the C02 Systems, Cardox, and 
FM200 systems should be tested semi-annually and the entire system serviced annually. 

5. Annual: Service fire extinguishers, fire hydrants, fire pump, deluge, pre-action, and 
wet sprinkler system testing. 

5.3. SAFETY MANAGEMENT 

Safety management is done through a corporate safety engineer that is in charge of 
inspections, education and training all staff. The safety engineer tracks all inspection reports 
to ensure that they are being done properly. 

There is a documented fire protection impairment program, which is corporate wide. 

Written impairment notification procedures are properly developed and implemented per 
corporate guidelines. 
There are documented procedures for safe hot work. 

Locks out Tag out procedures are used for all electrical equipment. 

5.4. MISCELLANEOUS 
0 

PCB’s 

Information regarding equipment containing PCB’s was not provided during the course of this 
survey. 

Asbestos 

Most of the asbestos in the facility was noted to be concentrated on the “old side” of the plant. 
Most of the asbestos on the “old side” of the plant has been removed as a part of the 
refurbishment associated with Unit nos. 4 and 6. 
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6. PROTECTION 
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6.1. 
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Unit no. 5 Steam 
Turbine (no 
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the time of survey) 

Hydrant west of Unit 
no. 5 Steam Turbine 
(no number for hydt 
at the time of survey) 
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East of Tank 2D 

I 

Entire Loop 

Entire Loop 

Entire Loop 

Entire Loop 

East Loop 

West Loop 

Entire Loop 

6.2. 

FIRE WATER SYSTEM 

The Phoenix Municipal Water Department supplies water to the operating area (west side) of 
the plant. A 12-inch public main feeds the 8-in. underground loop. 

The hydrants for the idle plant (old side- east side) are designed to be supplied from an 
electric drive service water pump and “holding reservoir” located at the base of the gravity 
tank. The elevated gravity tank (125-ft. high, 100,000-gallon capacity) is empty at the time of 
the survey. Without a reliable fire pump (and private water supply) there is no private water 
supply for the “old side” of the plant. Public hydrants and the local fire department’s pumper 
trucks will provide manual fire fighting and the anticipated water demand. Providing the 
connection(s) for the use of public water supplies would mean considerable delay in 
deployment of manual firefighting efforts to this side of the facility. This is considered a 
“poor” water supply for this side of the plant (not operating). 

Water Tests (for west side of plant): 

56 

34 

1,228 

(coefficient .88 
used) 

957 

(coefficient .88 
used) 

1320 

1345 

1,200 

1,150 

1,137 

1,200 

95 

95 

90 

93 
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Residual Flow Location Y (Psi) 

Unit no. 5 
Steam Turbine 
Pre-action AS 
system 

Unit no. 5 Steam 
Turbine Pre- 
action AS 
system 

By H2 Tank 

By H2 tank 

By H2 tank 

By H2 tank 

By H2 tank 

West of Tank 2D 

1 02/16/01 

March 00 

March1 

Water supply for the west side of the plant (operating side) is considered “FAIR”. The 
supply can meet the anticipated demand of most fixed sprinkler systems (designs and 
demands for Unit no. 5 have not been provided; see RECOMMENDATION section of 
the report for the requested information.), but not the hose demands. Fire department 
equipment can help meet the anticipated manual fighting needs along with the fixed 
protection needs on the west side of the plant site. 

SPRlN KLER PROTECTION, BU l LDl NGS 

There is sprinkler protection provided for the lube oil tank for combine cycle unit no. 4. The 
protection is adequate for the operation, and occupancy. There are similar occupancies 
needing sprinkler protection in other areas of the facility. See “RECOMMENDATION” 
section for details. There are several low value structures and buildings on this site with no 
sprinkler protection. Because these structures and buildings are considered low value and 
are adequately detached from major buildings and structures, no sprinkler protection is 
recommended. 
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The turbine bearings associated with Unit no. 4 is protected by a pre-action sprinkler system, 
utilizing dry pilot head actuation. 

Unit no. 5 steam turbine (including lube oil area) is provided with pre-action sprinkler 
protection. Design criteria not available at the time of the survey. Attention is directed 
toward the RECOMMENDATION section of the report detailing the information needed 
for the noted sprinkler protection. 

Location Design Application Demands Sprinklers Comments 

Area Psi GPM 
I 

No. 4 Turbine 0.25 
Bearings 

Entire 83 145 %” orifice: 200 500 GPM for 
OF heads hose (bearings 

and lube oil 
systems are all 
into one.) 

No. 4 Lube Oil 0.30 

Pit & Piping 

Entire 60.6 861.1 %” orifice: 200 500 GPM for 
OF heads hose 

Training 0.10 1,500 34.7 251.9 %” orifice: 165 Bldg. 40’ x 72’ 
Building OF heads 

6.3. FOAM 

There is semi fixed foam system (AFFF) provided for the hydrocarbon storage tanks. There is 
a foam inventory at the plant consisting of 1,000 gallon of foam. The public fire department 
station that is located 1/2 mile away provides additional foam. The piping associated with 
this protection was noted missing hangers and attachment brackets, which secured it 
to tank diking. This deficiency has been placed on the maintenance list for corrective 
action. 

6.4. FIRST AID PROTECTION 

There are private fire hydrants provided throughout the west side of the facility. These 
hydrants are sufficiently supplied from city water mains. Presently, the “old steam side” of the 
plant has no public or private water supplies for it’s’ hydrants. See FIRE WATER SYSTEM 
(6.1) section of the report for additional details. 

An adequate supply of fire hose is on-site. Fire extinguishers are adequately placed 
throughout the site. 

6.5. SPECIAL PROTECTION SYSTEMS 

Combustion Turbines 

Both Westinghouse combustion turbine units have packaged Cardox automatic Carbon 
dioxide extinguishing systems and Ansul dry chemical extinguishing systems. These units 
were installed by the manufacture (Westinghouse) for the combustion turbines as part of the 
original design. Based on this, the assumption is made that design concentrations, discharge 
and soak times are adequate. 
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The Ansul system protects the No. 5 bearing of each unit. There are two detectors & 4 
discharge nozzles. The bearing is located in a hot area, and operates at temperatures in 
excess of the lube oils ignition temperature. The dry chemical powder was originally Safety 
First. This is no longer available; thus management has decided to use Ansul. The system . 
was redesigned to meet the specifications of Ansul. 

The Cardox system is an automatic zoned system. A single insulated tank is used to protect 
the control room, turbine enclosure, mechanical & piping control enclosure, and electrical 
enclosure. 

Combined Cycle Units 

All four gas turbines have single shot automatic Carbon Dioxide extinguishing systems. 
These units were installed by the manufacture (GE) as part of the original design. Based on 
this, the assumption is made that design concentrations, discharge and soak times are 
adequate. The Carbon Dioxide extinguishing system associated with Unii no. 4 has a 
separate 4-ton CO-2 tank. 

The plant maintains a full spare set of bottles as a replacement. Additionally, the turn around 
on bottle refill is 24 hours. 

These units protect the main enclosures of the combustion turbine end & the MCC. 
Additionally flame-retardant synthetic oil (Fryquel) is used for the bearing lubrication. 

There is no automatic protection associated with the steam turbine end. The steam turbine 
end uses Mobil 797 oil for the bearings. (See the RECOMMENDATION section for 
deficiencies associated with combined cycle turbine protection.) 

Unit no. 5 

Unit no. 5A & 56 gas turbine enclosures (including the lube oil areas) are protected by 
FM200 extinguishing systems activated by heat and gas detectors. The no. 2 bearings 
associated with turbine 5A & 5B are protected by dry chemical extinguishing systems [Kidde 
(model IND-50)]. The MCC skids for Unit no. 5 are protected by FM200 extinguishing 
systems. There are minor deficiencies associated with the arrangement are status of these 
systems. Attention is directed toward the Maintenance List for details on corrective 
actions needed (Maintenance list submitted to plant under separate cover:). 

Control Room 

The control room is protected by a Cardox total flooding carbon dioxide extinguishing system 
interlocked with the detection. The COz system has a 4,000-lb. capacity. Reportable this is 
enough for both the control room and basement below. 

At the present time, the discharge valve from the Cardox system is in the “off’ position. The 
control room is occupied 24 hours a day, 7 days a week. The system can be activated if and 
when the control room is evacuated. No recommendation is made to put the system in an 
automatic mode as a result of the present operational arrangement. See the 
“RECOMMENDATION” section of the report for detail on sealing openings in the floor 
between the control room and the basement cable spreading area. 

6.6. PUBLIC FIRE DEPARTMENT 

Fire response is provided by the city of Phoenix Public Fire Department. There is a fully 
attended fire station located % mile away from the plant. This fire department is well trained 
and equipped, and fire fighters tour the plant regularly in order to be familiar with the hazards. 
The IS0 town protection class for Phoenix is 2. This fire department is equipped with AFFF 
for fighting hydrocarbon fire. The last fire department familiarization tour of the facility was 
conducted on July 8 ,  2004. 

6.7. MUTUAL AID 

West Phoenix Generating Station 
Phoenix, Arizona 

Page 16 



I None 

6.8. EMERGENCY ORGANIZATION 

There is a documented emergency planlorganization, which is designed to handle fires in 
their incipient stage. Annually, employees are trained in the use of fire extinguishers. 

6.9. SECURITY AND ALARMS 

Since September 11, 2001, the plant has employed a contract guard service. This guard 
service maintains an external present at the front gate between 6:30am to 4:40 pm, 7 days a 
week. The guard service maintains an internal (within the fenced perimeter) between 4:30pm 
and 6:30am, 7 days a week. 

Security close circuit cameras have been installed throughout the plant grounds. Some of 
the cameras are monitored in the plant’s main control room. All of the cameras are 
monitored at the corporate headquarters building. External gates utilize a computerized 
“cardkey” access system. 

The plant is completely fenced. 
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7. LOSS I RISK INFORMATION 

7.1. SITE VALUES (Generating Plant and Switchyard) 

The 100% values reported by Pinnacle West in the 2004 submission are: 

Total Property (other than Unit nos. 4 $290,451,219 

$58,746,600 Unit no. 4 
Unit no. 5 $248,400,000 

& 5) 

Total $597,597,819 

7.2. 

Business Interruption- 
Extra Expense- 

LOSS ESTIMATES 

Not insured 
$1 0,000,000 
$1 0,000,000 

(Based on Estimated Values from Starr Tech Guidelines) 

FIRE AND EXPLOSION: 

The Amount Subject 

Definitions: 
The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or  the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

If a fire occurred on the lube oil system on Unit no. 5B combined-cycle (2x2~1) set, and was 
allowed to burn “unchecked” the following loss could be expected: With no manual 
emergency response to this fire, and no fixed protection operating, we could expect to loose 
100 % of the combine-cycle (2x2~1) set. This loss would include both combustion turbine 
units, 5A & 5B HRSGs, the associated steam turbine, and auxiliary piping, support systems 
and equipment. Due to adequate separation the remaining plant buildings, units, structures, 
and equipment would not be involved in this fire scenario. Downtime is at least 1 year. The 
total reported cost of Unit no. 5 is $248,400,000. 

Amount Subject: PD - $248,400,000 or 41 % 
EE - $1 0,000,000 or 100% 

Total - $258,400,000 
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Probable Maximum Loss 

Definitions: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 

The PML considers a fire involving the turbine-generator lube oil and hydrogen system 
for Unit no. 58. The fire will involve a release and ignition of the lube oil and hydrogen. 
The definition of a PML event considers that the primary means of protection (FM200 
extinguishing system over turbine oil systems) is out of service, and the emergency 
shutdown procedures are impaired or inoperative. The fire is expected to cause major 
damage to the 5B-combustion turbine-generator set, and some support equipment and 
systems prior to the local fire department employing manual fire fighting efforts. With the 
good water supply, notification procedures and fire department response the loss would 
be limited to the aforementioned equipment. The loss would damage the entire 5B 
turbine-generator unit. However, the fire would be contained mostly to this turbine- 
generator unit and some support equipment and systems. Adequate and operating fixed 
protection on the steam turbine and 5A combustion turbine would prevent any major 
damage to those units. This loss is expected to be 16 % of the total Unit no. 5 (2x2~1) 
set value; or approximately $39,744,000: 

Probable Maximum Loss: PD - $39,744,000 or 16% 
EE - $10,000,000 or 100% 

Total - $49,744,000 

Normal Loss Expectancy /NLE) 

Scenario One: 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $14,350,000 or 2 % 
BllEE - $2,000,000 or 20% 
Total - $16,350,000 

Scenario One: 

The NLE considers a fire involving the turbine-generator lube oil and hydrogen system for 
Unit no. 5B. The fire will involve a release and ignition of the lube oil and hydrogen. The 
definition of a NLE event considers that the relevant fire protection (FM200 extinguishing 
system over turbine oil systems) and emergency shutdown procedures functioning and 
operating as expected (prompt and proper). With good notification procedures, water supply, 
and fire department response, the loss would be limited to 2 % of Unit no. 5 (2x2~1) set; or 
$4,968,000. 

The down time is expected to last 1 month; however, business interruption coverage is not 
covered under this policy. 
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Scenario Two: 

If a fire occurred on the turbine bearings and/or lube oil system associated with combined- 
cycle unit no. 1 the following loss could be expected: With the combined cycle combustion 
turbine partially protected (lube oil system for the steam turbine side is not protected) a fire 
could spread from the lube oil system to the turbine and possibly "overtax" the protection for 
the enclosed turbine area. With proper notification and response procedures (proprietary 
alarm system and full paid fire department less than 1 mile from plant), and an adequate 
water supply, the fire could be brought under control by the fire department. With the noted 
protection features, the fire would be contained to the one unit. This loss would result in 50% 
of the unit being damaged or destroyed: (Based on the Starr Tech "Loss Reference Guide" 
(dated 2000) an 88 MW combined cycle unit would cost approximately $28,700,000. The 
downtime is expected to be at least 8 months. Extra expense is estimated at $1,000,000. 
This would be approximately 2% of total site values. Attention is directed at 
RECOMMENDATION nos. 2003.02 and 1997.01 for improvements to reduce magnitude 
of this loss scenario. 

28,700,000 x .50 (loss damage to the unit) = $14,350,000 

Probable Maximum Loss: PD - $14,350,000 or 2% 
EE - $2,000,000 or 10% 

Total - $16,350,000 
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8. RECOMMENDATIONS 

8.1. COMPLETED RECOMMENDATION 

2003.01 Water Damage Exposure (Drains in Control Room Floor) 

I 8.2. NEW RECOMMENDATIONS 

Recommendations are made in the interest of reducing loss by fire, explosion and allied perils. Starr 
Technical Risks Agency, Inc. has three categories (types) of recommendations at listed below. 

P RI 0 RlTY 

Recommendations to correct conditions that are serious enough to affect the overall level of 
protection of the facility or that represent an immediate potential for property and/or business 
interruption loss. Completion of these recommendations will greatly improve the risk profile but often 
requires corporate support for capital expenditure. Star Technical Risks Agency, Inc. suggests that 
these items be given top priority in risk improvement planning and budgeting. 

IMPORTANT 

Recommendations to correct specific conditions to achieve and maintain a tolerable level of property 
protection. Completion of these items is warranted to improve existing loss control measures and to 
introduce fundamental loss control techniques. 

ADVISORY 
Recommendations to correct deficiencies that are maintenance in nature. These items typically 
address planning, procedural, or record keeping issues. Completion of these recommendations 
generally requires little or no capital expenditure. Starr Technical Risks Agency, Inc. suggests that 
implementation of these improvements be undertaken immediately and that systems for ongoing 
compliance be established. 

0 

IMPORTANT RECOMMENDATIONS 

2005.01 Detection for MCC 

In provide prompt notification of fire conditions, a system of smoke detectors should be provided for 
the following locations: 

a. 1-2-3 MCC Building located on the west side of the combine cycle units. The system of 
detectors should be connected to and monitored by the existing fire alarm system in the 
control room. 

b. Warehouse nos. 2 and 3 located on the”0ld Plant Side” (10’ to 12’ storage of spare motors 
and equipment in wooden crates for Unit nos. 4 and 5). 

1 2005.02 Penetration Seals 

Smoke from a fire involving switchgear equipment and file storage located in the basement below the 
control room could be introduced into the control room through openings around cable penetrations or 
ductwork. Introduction of smoke into this control room would prevent a proper and orderly shutdown 
of production equipment by the plant operators. If proper shutdown procedures are not followed, 
increased potential to property losses and smoke exposures could occur. To reduce the exposures 
and potential of a smoke filled control room the following should be done: 
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a. The openings around cable penetrations from the switchgear equipment area should be filled 
in with original floor’s construction or a compatible non-combustible “fire-stop” material. 

b. Approved dampers should be installed in any air conditioning ductwork traveling between the 
basement and the control room. 

8.3. ATTENTION TO PRIOR RECOMMENDATIONS 

IMPORTANT RECOMMENDATIONS 

1997.01 Steam Turbine Protection 

The three-combined cycle combustion turbines are partially protected by Cardox systems [turbine 
compartments of 1, 2, & 3 (including bearings)]. The lube oil system for the steam turbine side is not 
protected. Fire protection is not provided over the bearings on each steam turbine-generator set. A 
failure in the bearings or surrounding lube oil system can result in a fine atomized spray of oil, which 
is easily ignitable. Additional 
protection will help to control the lube oil fire, which will allow for proper shutdown, and 
extinguishment. 

The ensuing fire can cause significant damage to the T-G set. 

One of the following is recommended: 

a. An automatic carbon dioxide fire protection system is recommended for the steam side of the 
combined cycle turbine generator sets. The system should be designed for the entire area of the 
enclosure, with enough capacity for an extended discharge period. 

OR 

b. The steam turbine-generator bearings should be protected with a manual or automatically 
operated open head water spray or closed head sprinkler system utilizing directional nozzles 
installed in accordance with “NFPA No. 850, Fire Protection for Electric Generating Plants”. The 
system should be designed for a density of 0.25 gpm/sq.ft. over the protected area. Shields may 
be used to protect hot turbine parts from accidental water discharge. 

Lubricating oil lines should be protected with an automatic sprinkler system covering those areas 
subject to oil accumulation. The automatic sprinkler should be designed for a density of 0.30 
gpm/sq.ft. over the protected area 

2003.01 

The exterior doors on the enclosures for combine cycle turbine nos. 1, 2, and 3 show signs of 
corrosion and the locking and hinge assemblies are in need of repair. During the course of the last 3 
surveys (years 2001, 2002, and 2003) these doors were noted open and unable to be closed securely 
(placed on respective maintenance lists). Without these door remaining in the closed position and the 
openings sealed, the C02  systems protecting the units could not maintain proper extinguishing 
concentration. In the event of a fire, the present protection and construction arrangements would not 
extinguish a fire. This could result in large property losses. 

Improve Combustion Turbine Protection (Revised April 2005) 
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To ensure that the proper COz concentrations are maintained within the enclosures, all exterior doors 
to the combine cycle turbines should be repaired or replaced. When repaired or replaced these doors 
should remain closed. [It was indicated that the exhaust ductwork associated with combine cycle 
units have considerable leaks; as a result of the leaks the doors of the enclosures must remain open. 
The leaks in the exhaust ductwork should be repaired so the enclosure doors (once repaired or 
replaced) can be maintained in the “closed” position.] 

ADVISORY RECOMMENDATIONS 

0 

2004.01 

To ensure proper and prompt operation of the fixed fire protection/detection systems and equipment 
at this facility, they should be inspected, serviced, tested, and maintained per N.F.P.A. standard nos. 
20, “Standard for the Installation of Stationary Pumps for Fire Protection” 25, “Inspection, Testing, and 
Maintenance of Water-Base Fire Protection Systems”, and 2001, “Standard on Clean Agent Fire 
Extinguishing Systems”. The following should be the inspection and servicing schedule for the fire 
protection equipment and systems at this facility. (Samples of forms to document the noted tests 
were sent to plant management under separate cover. At the present time the fire protection 
equipment and systems appears to be in proper working order, however, testing schedules and some 
documentation records need upgrading and/or changing.) 

Proper Testing of Fire Protection Systems or Devices 

a. Monthly: Visual inspections on fire extinguishers. 

b. Quarterly: Hose Cabinets visually inspected, “Inspectors Test” on sprinkler system 
Waterflow fire alarms. 

C. Semi-Annual: 
pressure cylinders. 

C02 detection systems, clean agent gaseous systems (FM200) quantity and 

d. Annual: Service fire extinguishers, fire hydrants, fire pump, deluge, pre- action, 
and wet sprinkler system testing. All systems associated with the gaseous systems (FM200) 
should be inspected and tested annual. 

0 

2004.02 

To ensure that the fire protection features for various areas and compartments associated with Unit 
no. 5 turbine-generators (2x2~1)  set, are properly designed for the operation and occupancy, the 
unit’s automatic fire suppression and sprinkledwater spray protection design densities and criteria 
should be provided to Starr Technical Risks Agency, Inc. for review and evaluation. The data 
should include each sprinkler system’s design criteria (gpm/sq.ft.) and associated area of application 
(sq.ft. area), system flow demand (gpm) and system demand pressure (psi), sprinkledwater spray 
head orifice size, “ K  factor, and temperature rating (if applicable). 

Unit no. 5 Fire Protection Designs Requested 
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Description of Plant: 

TARR TECH N E A L  AGENCY, INC. 
175 Water Street, 29th Floor 

New York, NY 10038 

BOILER MACHINERY LOSS PREVENTION REPORT 

Pinnacle West Capitol Corporation 
Arizona Public Service Company 

WEST PHOENIX POWER PLANT 
4606 W. Hadley Street 
Phoenix, Arizona 85043 

Date of Survey: June 7,2005 
Engineer: Larry Gately and E.J. Cox 
Policy Number: STA-4101135 
Personnel Contacted: Steve Williams, Plant Manager 

Andre Norwood, Production Supervisor 

This facility first operated in 1937, using the old steam plant. This plant was originally used as a 
base load steam turbine power plant, generating a total of 18 MW from a single unit. In the 1940's, 
five additional steam units were added, for a total capacity of 155 MW. Three of these steam units 
were dismantled in the 1970's. Two units located in the "older section" of the plant (Unit nos. 4 and 
6 rated at 33 and 63MW respectively) have been refurbished for electric power production. These 
two units have been idled for more than 10 years. 

In the early 1970's two Westinghouse 501A combustion turbine units were added. These units have 
a capacity of 55 MW each and are simple cycle peaking units. In 1976 Units 1 through 3, General 
Electric Frame 5 combined cycle units were added, each rated at 88 MW. Units one and two share a 
common 250MVA transformer. In 2001 Unit 4, a General Electric 7EA combined cycle unit was 
added with a rated capacity of 1 18 MW. These units operate in both peaking and cycling modes. 

Unit 5 is a new nominal 530 MW; 2 x 2 ~ 1  natural gas-fired combined cycle facility. The plant uses 
ammonia and SCR (selective catalytic reduction) for NOX control. There are no dampers installed in 
the waste heat boilers, so the gas turbines cannot be operated in the simple cycle mode if the waste 
heat boilers are down. Both waste heat boilers use supplemental firing. 

All Stan Technical Risks Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assisting insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Unit 5 consists of two (CT1 and CT2) Siemens/Westinghouse Model 501FD2 combustion 
turbine/generators rated at 213,700KVA each, connected to two (HRSG 1 and HRSG 2) Kawasaki 
Heat Recovery Steam Generators rated at 545,466#/per hour each. Both HRSGs supply steam to one 
Siemens, 1 8OOpsig/lO47/1047F, tandem compound reheat steam turbine /generator rated at 226,000 
KVA. 

Combustion Turbine/Generator CT2 is connected to one GSU transformer rated at 230MVA. 
Voltage is generated at 15Kv / 230Kv. 

Combustion Turbine/Generator CTl and ST1 steam turbinelgenerator are connected to one GSU 
transformer rated at 495MVA. Voltage is generated at 15 andl6.5Kv / 230Kv. 

Changes Since Last Inspection: 
Unit 3 C/T generator suffered a ground within the generator field forging. At the time of our 
inspection the stator had been rewedged and the field was being repaired in the G/E service shop in 
Dallas. 

In the 1980's General Electric issued a TIL to repair the ventilated leads, due to possible cracking 
issues and all three G/T generators were repaired in 1986. In 1992 National Electric Coil did an 
additional repair on Unit 3 and changed the final configuration on the pigtail connection. It appears 
this connection failed and caused the Unit 3 generator field failure. 

There continue to be issues with the Unit 5 Low Pressure Steam Turbine. Past inspections have seen 
cracking in the L-0, last row 42-inch Titanium blades. The entire L-0 row blades have been replaced 
with new blades. 

The cause of this cracking appears to be higher than normal blade resonance during certain operating 
conditions found at different condenser vacuum /induction pressures in the LP turbine. To mitigate 
this cracking S/W has issued a Technical Advisory 2004-019 for additional blade inspections and 
operating recommendations. 

The operating conditions recommend operating outside the so-called avoidance zone to remove the 
possibility of blade distress. Software has been installed to monitor operation and to try and limit 
operation in the avoidance zone as much as possible. 

Since the last row of blades has been replaced S/W has called for additional inspections of the L-0 
row blades every 8,000 hours. The plant is continuing to work with S/W to determine a long-term 
solution to the blade cracking issues. 

At the present time hot gas path inspections are scheduled to be conducted on C/T 5B in 2006, based 
on projected fired hours of 28,000. C/T 4 and 5A will be conducted the following year. 

All Stam Technical Risks Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assistmg insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Stam Technical Risks 
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company IS deemed to be approved or bound in any manner 
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Jurisdictional information: 

A P S  inspectors, who hold user/owner commissions issued by the National Board, conduct 
jurisdictional inspections. 

Recent Operational History: 

On 06/07/2005 the plant was visited to perform loss control inspections on the combined cycle units. 
At the time of the visit combined cycle Unit 4 and 5 were in operation generating a total of 473MW. 
Units 1 and 2 were not in operation due to load demand. 

The unit in-service inspection began with a review of the control room. Equipment monitoring 
instrumentation, routine control room activities, and operator logs were reviewed. The operator was 
noted to be attentive to control room panels and indications. The boiler drum level indicators are 
readily visible to the operator. No adverse trends were noted while reviewing operator logs. No critical 
annunciator panels were in alarm during this visit. The Unit 5 steam turbine was generating 143.3 MW 
and operation was outside the avoidance zone at the time of our inspection. 

Generator power factor, voltage, and current levels were normal for load generated. No imbalance 
between phases was noted. Stator winding and coolant temperatures were below alarm limits. 

Unit auxiliaries such as station batteries and the lube oil system were checked. The station batteries 
were checked for cleanliness and proper electrolyte level. No corrosion was noted on the battery 
terminals, and all electrolyte levels were above the minimum fill line. Lube oil pressures and 
temperatures were within limits, no oil leaks were noted, and equipment appeared in good condition. 

0 

Transformer pressure was within the appropriate range. The transformer ground strap and lightning 
arresters were noted in good condition. Transformer radiators were clean and oil pumps and fans were 
noted to be operating properly. The high voltage bushings appeared in good condition. 

The latest transformer oil DGA results were reviewed. The gas levels were within IEEE specifications. 
DGA oil samples are being drawn annually. 

Management Programs: 

A meeting was held with plant management to discuss Starr Tech engineering best practice standards 
as they apply to BoiledMachinery issues and determine what programs A P S  has in place that meet 
that standard. Recommendations were offered for any areas in which the engineering best practice 
standards are not being met. 

All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Stam Technical Risks 
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Stan: Tech engineering best practj 
follows: 

items addressed and discussed durin 

1. Capacity discharge testing on station emergency batteries 
2. Transformer DGA testing frequency 
3. Turbine overspeed testing 
4. Unit 5 steam turbine issues 

the meeti g were as 

New Recommendations: 

To further the reliability and availability of your plant equipment we offer the following 
recommendation: 

ST-06.1 

At the present time DGA testing on the GSU transformers at the plant is being done on an annual 
basis. We recommend that consideration be given to provide DGA testing on all GSU transformers 
every six months. Due to present operating conditions, the GSU transformers on Units 1,2, and 3 
may not be operated beyond six months in any calendar year. To conduct meaningful DGA testing, 
the transformers need to be fully loaded. If operating conditions change and the transformers are 
operated more frequently, then consideration should be given to perform DGA testing on a more 
frequent basis. 

Past Recommendations: 
The recommended actions for minimizing the risk of damage caused by transition piece failure 
are the following: 

ST- 04.1 
Install the dynamic pressure monitoring system for all 16 combustor cans for DLN systems. It 
should be noted that the system currently monitors pulsation levels only (passive) and no actions, 
alarms, etc. are provided to actively mitigate the levels. (Priority) Completed 

ST- 04.2 
Carefully monitor exhaust thermocouple temperature spread for step changes in individual 
thermocouple readings. Typically, the step changes indicate that a crack has formed in a transition 
piece near the changed thermocouple. It should be noted that the step changes are usually less than 
the current alarm set points for thermocouple spreads. (Priority) Completed 

To further the reliability and availability of your plant equipment we offer the following 
recommendations: 

All Stam Technical Risks Agency, Inc. inspections and recommendations are purely advisory and for the purpose of assisting insureds in loss control 
and safety procedures. No responsibility for management and operation of loss control and safety procedures is assumed by Stan Technical Risks 
Agency, Inc. Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation. No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner. 
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ST-04.3 

Overspeed trip testing on the combined cycle units 1 through 3 are overdue. 

We recommend this test be conducted as outlined below: 

Test turbine mechanical overspeed trip annually unless the primary system is electronic. For that 
system, mechanical overspeeds should be conducted every 2-3 years and electronic overspeed tests 
or simulations should be conducted annually. (Priority) Completed 

Uniform Loss Events: 

CTl/STl 495MVA Transformer B/M PML - 2.125 Million. Extensive electrical damage requiring 
full rewind. B/I loss 43 weeks. 

CTl/STl 495 MVA Transformer B/M EML - 2.750 Million. Catastrophic damage to transformer 
core and tank. Replace transformer. B/I loss 50 weeks. 

Unit 5 CT1 and 2 W501FD2 Combustion Gas Turbine B/M PML -14.1 Million. Replacement of all 
buckets and combustion hardware with rotor damage. B/I loss 60 days. 

Unit 5 CT1 and 2 W501FD2 Combustion Gas Turbine B/M EML - 37 Million. Overspeed, which 
destroys both turbine and generator. B/I loss 12 Months. 

ST1 Siemens Reheat Steam Turbine 189 MW B/M PML - 8.0 Million. Major blade failure with 
rotor and diaphragm damage caused by water induction. Requires removal of rotor for repair. 

ST1 Siemens Reheat Steam Turbine 189 MW B/M EML - 18.0 Million. Catastrophic overspeed, 
entire turbine destroyed. B/I loss 18 months. 

HRSG B/M PML - 4.5 Million. Replacement of superheatedreheater due to low water. B/I 90 loss 
days. 

HRSG B/M EML - 11.5 Million. Massive steam explosion with damage outside the object. B/I loss 
360 days. 

All Starr Technical Risks Agency, Inc inspections and recommendahons are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 
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Comments: 

Overall APS has sound engineering programs in place that meet the Starr Tech best engineering 
practice. Recommendations are offered when necessary to enhance the engineering practices already 
in place, and to further the future reliability and availability of the generating units at the station. 

We wish to thank Mr. Williams and Nonvood for taking the time to provide the necessary 
information for our review. 

If you have any questions or comments regarding this report feel free to contact Larry Gately at 925- 
709-5019 or Larry.Gately@aig.com. 

All Starr Technical k s k s  Agency, Inc inspections and recommendabons are purely advisory and for the purpose of assisbng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical h s k s  
Agency, Inc Neither the Company's right to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 

0 

mailto:Larry.Gately@aig.com


175 Water Street, 29' Floor, New York, NY 10038 

I POL - 4101135 

THIS REPORT HAS BEEN DISTRIBUTED TO: 

All Starr Technical Risks Agency, Inc inspections and recommendations are purely advisory and for the purpose of assishng insureds in loss control 
and safety procedures No responsibility for management and operation of loss control and safety procedures is assumed by Starr Technical Risks 
Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any report thereon shall constitute an undertaking, on behalf 
of or for the benefit of the Insured or others, to determine or warrant that such property is safe or healthful, or is in compliance with any law, rule or 
regulation No insurance coverage which an application may have been submitted to the Company is deemed to be approved or bound in any manner 

0 

LOC - PHOENIX, A2 

WILLIAM PERSYN 
PINNACLE WEST 
ELECTRONIC COPY 
WILLIAM.PERSYN@APS.COM 
COPIES = 00 

ANDY KACZOWKA 
MARSH 
ELECTRONIC COPY 
ANDREW.S.KACZOWKA@MARSH.COM 
COPIES = 00 

RONALD C. ADCOCK 
MARSH 
ELECTRONIC COPY 
RONALD.C.ADCOCK@MARSH.COM 
COPIES = 00 0 
STANLEY MICHAELIS 
PINNACLE WEST 
ELECTRONIC COPY 
STANLEY.MICHAELIS@APS.COM 
COPIES = 00 

JESSIE GUERRERO 
MARSH 
ELECTRONIC COPY 
JESSIE.J.GUERRERO@MSH.COM 
COPIES = 00 

STANLEY SMARTT 
STARR TECHNICAL RISKS AGENCY, INC. 
ELECTRONIC COPY 
STANLEY.SMARTT@AIG.COM 
COPIES = 00 

TED ZAZESKI 
STARR TECHNICAL RISKS AGENCY, INC. 
ELECTRONIC GOPY 
TED.ZAZESKIBAIG.COM 
COPIES = 00 

JOHN CROUCH 
STARR TECHNICAL RISKS AGENCY, INC. 
ELECTRONIC COPY 
JOHN.CROUCH@AIG.COM 
COPIES = 00 

KERRY BAGINSKI 
PINNACLE WEST 
ELECTRONIC COPY 
KERRY.BAGINSKI@APS.COM 
COPIES = 00 

STEVE WILLIAMS 
WEST PHOENIX POWER STATION 
ELECTRONIC COPY 
SEWILLIA@APSC.COM 
COPIES = 00 

mailto:WILLIAM.PERSYN@APS.COM
mailto:ANDREW.S.KACZOWKA@MARSH.COM
mailto:RONALD.C.ADCOCK@MARSH.COM
mailto:STANLEY.MICHAELIS@APS.COM
mailto:JESSIE.J.GUERRERO@MSH.COM
mailto:STANLEY.SMARTT@AIG.COM
http://TED.ZAZESKIBAIG.COM
mailto:JOHN.CROUCH@AIG.COM
mailto:KERRY.BAGINSKI@APS.COM
mailto:SEWILLIA@APSC.COM


PINNACLE WEST CORPORATION 

Yucca Generating Station 
Yuma, Arizona 

2004 Inspection Report 



Engineering Inspection Report 

DATE: August 9,2004 

INSURED: 

OWNERS: 

OPERATOR: 

PLANT: 

CLASS OF RISK: 

LOCATION: 

LATILONG: 

MAILING ADDRESS: 

PLANT PHONE NUMBER: 

BUSINESS ACTIVITY: 

OPERATIONS SUMMARY: 

PERSONNEL: 

ENGINEER: Stanley Smartt 

Pinnacle West Corporation 

Pinnacle West Corporation 
Imperial Irrigation District (IID) 

Arizona Public Service 

Yucca Power Plant 

UTlPUBlOTHER 

Yuma, Arizona 

Latitude = 32” 43’ 12” N, Longitude = 114” 42’ 35” W 

7522 S. Somerton Avenue 
Yuma, Arizona 85364 

520-782-585 1 FAX: 520-782-5829 

This plant is manned 24 hours per day, 7 days per week with 12 hour 
shifts. The plant is mostly utilized during the summer months between 
June and September. There are 25 employees on this site with a 
minimum of 3 operators on any shift. 

This is a public utility operated as a peaking plant. Total “name-plate” 
capacity of the plant is 278.7 MW. Pinnacle West owns four 
combustion turbine units for a total “name-plate” capacity of 192 MW. 
There is a steam turbine with a “name-plate” capacity of 86.7 MW. 
The steam turbine is own by Imperial Irrigation District, but is operated 
by APS. Peaking hours are typically Monday through Friday 1:OO p.m. 
to 7:OO p.m. (Super-peaking is from 12:OO noon to 2:30 p.m.) during 
the months of June through September. 

Gregory Smith, Plant Manager 
Wayne Milburn, Production Supervisor 

Ronald Adcock, Marsh Consulting 



RISK SUMMARY 

LOSS ESTIMATES BRIEF 

PROPERTY PROPERTY PROPERTY 
AMT. SUB. P.M.L. N.L.E. 

R. & P.P.- $1 6,000,000 $16,000,000 $1,534,880 

B.1.IE.E.- $1 0,000,000 $1 0,000,000 $1,000,000 

TOTALS : $26,000,000 $26,000,000 $2,534,880 

Plant Layout: Good Spacing within Units: Good 

Fire Water System: Poor Management Programs: Good 

Sprinkler/Deluge Systems: DNA Inspection: Good 

Public Fire Department: Good Maintenance: Good 

Emergency Organization: Good Outside Exposures: Good 

Overall Rating: Good 

Yucca Generating Station 
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1. REMARKS AND CHANGES 

This electrical generating station has divided ownership. This report covers only the property 
of Pinnacle West. Pinnacle West owns the four “Peaking” Units. 

Management’s interest in property conservation and loss prevention is evident by a well- 
maintained facility. 

Yucca Power Plant 

There is one new recommendation submitted as a result of this survey. 
Recommendation no, 2004.01 request that two-500 gpm fire pumps be provided to help 
meet the anticipated water demands at the plant site. 

There was one completed recommendation. Recommendation no. 2003.01 requesting 
that the penetration seals around openings be filled in and a damper and smoke 
detector be provided for the records storage room was completed. 

A list of maintenance type items were discussed with and documented in an email to 
plant management: 

One of the bushings associated with the main transformer (GSU) for Unit no. 1 
combustion turbine failed. The failure resulted in a minor transformer oil spill, but no 
fire. All three bushings for the transformer were replaced and the unit placed on 
“stand-by” for power generation. Combustion turbine no. 1 has not operated since the 
bushing failure on July 20, 2004 and the date of this survey. 
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2. HISTORY 

In 1959, California Electric Power, a predecessor of SCE, built Yucca’s first 75 MW steam 
turbine generator. Yucca remained a one-unit generating station until the 1970’s, when five 
combustion turbines, of which four are owned by Pinnacle West and one by Imperial lrrigation 
District (IID), were built to meet the demands of the plant’s growing customer base. Pinnacle 
West and IID became partners in 1993, when IID purchased SCE share of the plant. This 
joint-ownership is unique because the plant is on divided property. All Pinnacle West 
facilities are on one side of an imaginary “property line”, while IID facilities are on the other. 

I Yucca Generating Station Page 2 
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3. DESCRIPTION 

2 

3 

4 

This is a mid-size generating facility. There are a total of five units, however Pinnacle West 
only owns four of these units. The units Pinnacle West owns are combustion turbines with a 
total capacity of 192 MW (nameplate). The portion owned by Pinnacle West is used as a 
peaking station. Peaking hours are typically Monday through Friday Noon to 2:30 pm during 
the months of June through September. The plant is located on the western outskirts of 
Yuma, AZ. The plant is situated on a sixty-nine acre parcel of land where fifty acres is used 
for the power plant and nineteen acres are leased for farming. The area is mostly agricultural 
on flat ground. There is open terrain in all directions and external exposure is light. 

~~ 

1971 23.6 

1973 72.4 

1974 72.4 

Combustion turbine units Nos. 3 & 4 are well separated from each other and from units Nos 
1 & 2. Unit’s Nos. 1 & 2 are separated by 20 ft. These units expose each other moderately.. 

This plant is located adjacent to the Colorado River. Mean plant elevation is 118 ft. above 
sea level. The normal mean elevation of the Colorado River is 104 ft. above sea level. The 
normal high mean elevation of the Colorado River is 11 1 ft. above sea level. A dike has been 
constructed on the north and west sides of the plant to keep flood waters from within the 100- 
year flood plain from entering the plant site. Broker’s information indicated that there has 
never been any flooding at this location since it began operation. 

Construction is primarily non-combustible. Refer to sketch for construction details and 
square footage. 

The combustion turbine enclosures are all noncombustible 
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4. PROCESS 

4.1. FEEDSTOCK AND PRODUCT LOGISTICS 

Gas is supplied from the El Paso Gas Company through 16-in. pipeline that reduces to 12 in 
into the plant. It is understood the supply is reserved and only interruptible for emergency 
reasons. Gas is supplied from 600 to 650 psi maximum and is reduced to 60 psi for supply to 
the boiler (not owned by APS) and 240 psi for the supply to the combustion turbines 
Catholic protection for the plants gas piping is provided. 
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4.2. SYNOPSIS OF UNITS (OR OPERATIONS) 

4.2.1. Unit Summary 

UNIT NUMBERS 1 2 3 4 
I 

Year Built I 1971 I 1971 I 1973 I 1974 I 
Rated Capacity (MW) I 23.6 I 23.6 72.4 72.4 I 
Manufacturer General Electric General Electric General Electric General Electric 

Model No. 5000 N 5000 N 7000B 70008 

TURBINE . 
__ ~~ 

I I I I 3 Turbine Stages 2 2 3 1 
Compressor Stages I 17 I 17 I 17 I 17 I 

I Combustion I Combustion I Combustion I Combustion 
- 

I 

GENERATOR 

Voltage (kv) 13.2 13.2 13.2 13.2 I I I I I 
Speed (rpm) 3,600 3,600 3,600 3,600 

Cooling Air Air Air Air 
_ _  

FUEL 

Natural Gas & Natural Gas & Natural Gas & Diesel Oil 
Diesel Oil Diesel Oil Diesel Oil 

KVA I 25,000 I 25,000 I 70,000 ! 70,000 
I 

Voltage inlout I 13,200/69,000 I 13,200/69,000 I 13,200/69,000 1 13,200/69,000 
~ ~~~ 

Gallons of Oil 1 2,385 1 2,385 I 4,582 

START1 NG 
I 

I I I 

I 
Normal Start (minutes) I 8 8 8 8 

Fast Start (minutes) 4.2 4.2 8 8 

Starting System 500 Hp diesel 500 Hp diesel 900 Hp Electric 900 Hp Electric 
engines engines 
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4.2.2. Fuel Supply 

Natural gas is supplied to the facility from El Paso Gas via a 16-inch line. The gas is 
supplied at 650 psi. The natural gas supply could be interrupted during high demand 
periods. Therefore the facility has maintained a fuel oil supply (in tanks) for those 
high demand periods. 

Heavy fuel oil is available on-site as an emergency backup. 
The fuel storage tanks are all well separated from the combustion-turbines. All tanks 
are welded steel. Tanks Nos. 5 & 6 (currently empty) has floating roof tanks. These 
two tanks have fixed piping for foam injection. All tanks are provided with an earthen 
dike capable of handling the largest spill. Currently the only tanks being utilized are 
Nos. 2, 3 , 4 ,  7 and 8. 

2 

3 

4 

! 
No. 6 30,000 773 

Diesel 6,000 285 

Diesel 60,000 1,544 

6 

7 

a 

4.2.3. 

4.2.4. 

4.2.5. 

4.2.6. 

Empty 50,000 Empty 

Diesel 295 13 

No. 6* Unk (small) 29 

PuliverizerslSilos 

Not applicable to this facility. 

Steam Boilers 

Not applicable to this policy coverage. 

Steam Turbine generator Sets (T-G) 

Not applicable to this policy coverage. 

ControllComputerlCable SpreadinglBatterylCable Rooms 

There are three unmanned control rooms located adjacent to each unit. Unit Nos 1 
& 2 have a single control room, unit Nos. 3 & 4 each has there own separate control 
room. These areas are non-combustible with light combustible loading. Additional 
smoke detection has been provided in the "remote" control rooms and these 
detection systems are monitored in the Main Control Room. 
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4.2.7. 

4.2.8. 

4.2.9. 

The Main Control Building is manned and all units can be operated from this area. 
Alarms for the GT units are general station alarms. The operator must go to the 
unmanned (remote) control room to determine cause of the alarm. There is a master 
emergency trip located in the main control room. Unit Nos. 1 & 2 can be run as a 
single power block or run individually. Units 3 & 4 must be run individually. Controls 
are analog (i.e. electromechanical/relays) not digital. The Main Control Room is also 
utilized to operate a steam turbine, which isn’t covered under this policy. All 
openings around floor penetrations are properly sealed. 

Cable spreading and battery operations are located in the room beneath the Main 
Control Room. This area is provided with smoke detection with alarms in the Main 
Control Room. Combustible loading is this area is considered light to moderate. 

Pollution Controls 

Units 1 & 2 have no pollution controls or equipment. Units 3 & 4 have an electrostatic 
precipitator associated with each unit. These precipitators are utilized to collect oil 
vapors off of turbine bearings. 

TransformerslSwi tc h ya rdslDistri bu t ion 

Units 1 & 2 each have a main transformer rated at 25 MVA. Units 3 & 4 each have a 
main transformer rated at 70 MVA. The two main set-up transformers for unit Nos 1 
& 2 each with capacities of 2,385 gallons are separated by 20 ft. to 25 ft NFPA 
requires a 25-ft. separation without a firewall. This situation is considered tolerable 

Each of the main transformer units’ step-up the generated power from 13,200 volts to 
69,000 volts. The electrical power is sent to the grid from the 69 KV switchyard 
located on the south side of the plant grounds. 

Warehouse 

The 4,000 sq.ft. warehouse is considered combustible due to the wood ceiling and 
wood framing. A smoke detection system connected to the control room has been 
installed. The warehouse building has storage of parts in metal bins & shelves 
There is also an electrical shop located in this building. The building adequately 
detached from all other building s or structures. Overall values (contents and 
building) are considered low. 
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5. MANAGEMENT PROGRAMS 

5.1. MAINTENANCE PROGRAMS 

Maintenance programs at this plant may be classified as preventive. It is difficult to set up a 
predictive maintenance program based on trending data since the facility is operating with a 
very low capacity factor. Overhauls are based on equivalent operating hours. A major is 
setup for every 20,000 hours/4000 starts for Units Nos. 1 & 2. A major is setup for every 
30,000 hours/600 starts for Units Nos. 3 & 4. The combustor is inspected every 3000 
hours/600 starts and the hot gas path is inspected every 12,000 hours/2400 starts. 

The site uses computerized maintenance program (Maximo). Items are set up per 
manufactures recommendations (GE) and plant experience. This program stores historical 
maintenance data and automatically generates work requests for routine maintenance items. 
The program also tracks spare parts and inventory. 

5.2. INSPECTION 

Thermography 

Substation Maintenance & Construction Group out of Dear Valley Office conduct 
thermography. Most of recent tests should be maintained at the facility. 

Dielectric 

There is no record of dielectric testing on the 900-hp electric motors (cranking motors for Unit 
nos. 3 & 4). Local management indicated that this would be completed. This was submitted 
as a "maintenance type" item for plant management's attention. 

Oil Analvsis 

Oil analysis (Screen & Gas) is conducted on all of the transformers annually by Deer Valley 
personnel. 

Vibration Monitorinq 
The gas turbine generator sets are equipped with fixed vibration monitors that are set to 
alarm and then trip the units when excessive vibration is detected. Vibration levels are 
reviewed to ensure that there is not excessive vibration. 

The units are aligned as needed. 

Protective Relavs 

The protective relays should be re-calibrated every 3 years. It is requested that a 3-year re- 
calibration schedule (industry standard) be maintained. Local management will verify a 
corporate testing schedule change from 5 years to 3 years. (See maintenance list for 
deficiencies in testing schedule.) The last re-calibration for the protective relays associated 
with Unit nos. 1, 3 & 4 were noted in January 2001 ; Unit no. 2 was January 1998; This was 
submitted as a "maintenance type" item for plant management's attention. 

Tank inspections 

The records associated with the plant's tank inspection program could not be located 
at the time of the survey. These inspections and their associated frequencies should 
be based on guidelines established in sections 4.3.2.1 (external) and 4.4.2.1 /4.4.2.2 
(internal) of the API Standard no. 653. It is acceptable to base inspection frequencies 
on corrosion rates. These tests should include, but not be limited to ultrasonic testing 
(UT) readings and mappings of UT locations on vessel and in reports. 'This program 
should be developed for all hydrocarbon storage tanks at this site. A request to locate 
and maintain the tank inspection records for review by a Starr Technical Risks Agency 
representative has been submitted as a maintenance type time. 
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If the records are not located, a recommendation to develop and implement a tank 
inspection program (internal and external) will be considered for recommendation 
submission at the time of the next scheduled survey. 

Metals Inspection 

Evaluations and comments associated with the metal inspection and integrity programs for 
this facility will be noted in the Boiler 8, Machinery inspection report. % 

There is a corporate metal inspection department located in the Deer Valley facility in 
Phoenix. The department is “Generation Engineering Services - Fossil”. The department is 
responsible for all plants (except Palo Verde). 

Instrument Trip Testinq 

All trips are tested during planned outages. 

Cathodic Protection 

Cathodic protection on the underground gas piping & tanks is checked regularly. 

Fire Protection Equipment 

Fire Protection: A monthly fire prevention inspection is conducted. A detailed checklist is 
located in the file. This includes; fire extinguishers, housekeeping, etc. The C02 systems are 
checked daily and puff tested annually with the bottles weighed. Detectors are also checked 
annually. 

5.3. SAFETY MANAGEMENT 

Safety management is administered through a corporate safety engineer that is in charge of 
inspections, education and training all staff. The safety engineer tracks all inspection reports 
to ensure that they are being done properly. 

Plant personnel are under continuous training. Over the years and in anticipation of open 
competition in this industry, APS has reduced staff and increased efficiency. This has led to 
a very experienced work force at the site at this time. 

Operator training includes written tests with on the job-training program. An average year of 
service is 20 years. There is “refresher” operator training and testing program administered 
every 2 years. 

The facility has a no smoking policy in critical areas. 

Locks out Tag out procedures are used for all electrical equipment. 

There is a documented fire protection impairment program. 

5.4. MISCELLANEOUS 

PCB’s 

According to plant personnel, there are no PCB transformers on the generating site. Tests 
on 3 small pole mounted units in the switchyard have indicated the present of “PCB’s”. The 
oil in the 3 units was drained and the units filled with new oil. 

Asbestos 

There is no asbestos at the Pinnacle West owned areas of this facility, however it is in the 
steam unit, which is not covered under this policy. 
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6. PROTECTION 

08/09/04 * 

0 6.1. 

Hydt #5 (South Hydt #4 (North 115 30 373 (pltot 4) 
of office) of office) 

6.2. 

6.3. 

6.4. 

FIRE WATER SYSTEM 

The water supply (combined mill and fire fighting) is provided by three electric drive pumps 
each rated at 165 gpm at 100 psi taking suction from a 30,000 gallon tank. The water level in 
this tank is automatically maintained by float valves and pumps. These pumps are manual 
starting but can be remotely started from the control room. 

All water at the site is provided from underground wells through 2 X 1,500 gpm pumps All 
pumps are electric. 

A 6-in. bypass is installed around the pumps, which will allow the fire pumper trucks to draft 
straight from the hydrants. A cross connect directly from the well pumps is also available. 

Reading Location i (psi) 

Locations [2’/’2” hydrant 
open butt] 

- -- 
Hydt #5 (South Hydt #4 (North 646 (pitot 12 ) j 05/09/00 * I of office) of office) 

SPRINKLER PROTECTION, BUILDINGS 

The only automatic sprinkler system is reportedly located at the burner fronts of the steam 
boiler (not owned by Pinnacle West). 

FOAM 

There is no supply of foam at the site, however it is understood that the fire department 
maintains a foam supply. 

FIRST AID PROTECTION 

There are private fire hydrants supplied through a combined mlll and fire service piping 
There are no hydrants located by the combustion turbines. There is also lack of hydrants by 
tanks No. 1 through 4. Overall hydrant protection is considered fair. The fire department will 
rely on pumper trucks and hose streams. 

An adequate supply of fire hose is on-site. Fire extinguishers are adequately placed 
throughout the site. 
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6.5. SPECIAL PROTECTION SYSTEMS 

Each combustion turbine units have packaged automatic Carbon Dioxide extinguishing 
systems. These units were installed by the manufacture (General Electric) on the 
combustion turbines as part of the original design. Based on this, the assumption is made 
that design concentrations, discharge and soak times are adequate. 

Units No. I and 2 share a common Carbon Dioxide supply in the form of a double shot 
system (primary and installed secondary supply) that is piped to the respective units. 

Unit Nos. 3 8, 4 each has separate Cardox Systems. Each system has a single insulated 
tank (size unknown, approximately 500-gallon water capacity) that is used to protect the 
turbine enclosure, the mechanical skid, and the electrical skid. 

Upon system activation, an alarm is automatically transmitted to the main control room. 

6.6. PUBLIC FIRE DEPARTMENT 

The public fire department is Rural Metro. This is a paid full time department. Response 
time is estimated at 6 minutes. There is one station on 8th street and one on 16th. The fire 
department has a pre-incident plan for all areas of the plant except the tank farm. Last local 
fire department visit was November 2002. Fire department request to visit the facility, has 
been placed on the maintenance type list. 

6.7. MUTUAL AID 

None 

6.8. EMERGENCY ORGANIZATION 

There is a documented emergency plan/organization, which can handle fires in the incipient 
stage only. Two fire drills are conducted per year. Employees are trained in fire 
extinguishers annually. 

0 
6.9. SECURITY AND ALARMS 

There is no guard service at the facility. The front-gate utilizes "card-key" for access in 
addition, the gate is monitored from the control room. 

The plant is fully fenced. 

The smoke detection system in the warehouse and the C02 systems alarm to the main 
control room. 
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7. LOSS I RISK INFORMATION 

7.1. SITE VALUES (Generating Plant and Switchyard) 

The 100% values are: 0 
Total Property 
500 KV Substation 

Business lnterruption- 
Extra Expense- 

$43,668,411 
$4,434,425 

$48,102,836 

Not insured 
$10,000,000 
$10,000,000 

7.2. LOSS ESTIMATES 

FIRE AND EXPLOSION: 

The Amount Subject 

Definitions: 

The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

Amount SubjecVEML: PD - $16,000,000 or 33% 
BVEE - $10,000,000 or 100% 
Total - $26,000,000 

The Amount Subject considers a lube oil leak and ensuing fire on Unit no. 4 (or no. 3) 
combustion turbine-generator. With no manual emergency response to this fire, and no fixed 
protection operating, we could expect to loose the entire turbine-generator, and the main 
transformer (GSU) associated with that unit. The other combustion turbines, Administration 
Building, main transformers, and substation equipment are adequately detached and would 
not be involved in this fire scenario. The loss would cost approximately $15,348,800 to 
replace the destroyed turbine and approximately $651,200 to replace the 70 MVA main 
transformer. (Value based on insured reported plant values.) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided: Only $1 0,000,000 in extra expense. 

The Amount Subject or Estimated Maximum Loss (EML) is defined as the largest loss 
anticipated from the most severe occurrence possible to a location causing widespread damage 
that renders fire protection and emergency shutdown procedures inoperative, or the systems 
operate without any change in the final outcome of the loss. Only passive physical features such 
as spacing, fireproofing, diking, and topography are effective in reducing the loss. 

0 
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Fire in lube oil system for Unit No. 4. Estimated damage is 100% with lack of protection. Unit 
No. 4 = $212/KW X 72,4000 KW = $1 5,348,800. 

$1 5,348,800 (no. 4 turbine cost) + $651,200 (transformer cost) = $1 6,000,000 

Probable Maximum Loss 

Definitions: 

The Probable Maximum Loss (PML) is defined as the largest loss anticipated for a location 
under adverse conditions with the relevant fire protection and emergency shutdown procedures 
impaired and/or not operating. 

Probable Maximum Loss: PD - $16,000,000 or 33% 
BVEE - $?O,OOO,OOO or 100% 
Total - $26,000,000 

The PML considers a fire within the no. 4 combustion turbine enclosure. The fire will involve 
a release and ignition of the lube oil. The definition of a PML event considers that the primary 
means of protection is out of service, thus, the gaseous suppression system (CO,) is 
considered inoperable, and the emergency shutdown procedures are impaired or inoperative. 
The fire is expected to destroy the turbine and the main transformer associated with this unit. 
The fire is expected to spread to the main transformer as a result of a “fair” water supply. 
However, adequate separation, good notification, and fire department response will keep the 
fire from spreading to other areas of the plant. 

A 72.4 MW combustion turbine-generator (Based on the Starr Tech “PML Reference Guide”) 
would cost approximately $1 5,348,800 to replace and approximately $651,200 to replace the 
70 MVA main transformer. (Value based on insured reported plant values.) 

The down time is expected to last 18 months, however, business interruption coverage is not 
provided: Only $1 0,000,000 in extra expense. 

Normal Loss Expectancy (NLE) 

Definitions 

The Normal Loss Expectancy (NLE) is defined as the largest loss anticipated for a location 
under normal conditions with the relevant fire protection and emergency’ shutdown procedures 
functioning as expected. 

Normal Loss Expectancy: PD - $1,534,880 or 3 Yo 

BVEE - $1,000,000 or 10% 
Total - $2,534,880 

The NLE considers a fire involving the no. 4 combustion turbine-generator lube oil system 
and reservoir located beneath the turbine skid enclosure. The fire will involve a release and 
ignition of the lube oil. The definition of an NLE event considers a that the relevant fire 
protection [the gaseous suppression system (CO,)], and emergency shutdown procedures 
functioning and operating as expected (prompt and proper). With good notification 
procedures, adequate separation from other major pieces of equipment or structures, and fire , 

department response, the loss would be limited to 10 % of the no. 4 combustion turbine unit. 

Yucca Generating Station Page 13 
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A 72.4 MW combustion turbine-generator (Based on the Starr Tech "PML Reference 
Guide") would cost approximately $1 5,348,800 to replace. 

$15,348,800 (cost of one 72.4 MW) x .IO (YO of unit damaged) = $1,534,880 

The down time is expected to last 1 month, however, business interruption coverage is not 
provided: only $10,000,000 in extra expense; Of which $1,000,000 would be utilized. 

Yucca Generating Station Page 14 
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8. RECOMMENDATIONS 

8.1. COMPLETED RECOMMENDATION 

2003.01 Penetration Sea Is 
0 

8.2. PRIOR RECOMMENDATIONS 

None 

8.3. NEW RECOMMENDATIONS 

2004.01 Fire Water Supply Improvements 

To provide a fire water supply that will meet manual fire fighting demands and efforts for this 
facility, the following should be provided: 

a. Two automatic starting electric driven fire pumps should be installed at this site. 
The pumps should be rated at a minimum of 500 gpm at 100 psi each. 

b. These recommended pumps should be arranged to take suction from the 
present 30,000-gallon suction tank on the plant site. The pumps should be 
installed in accordance with NFPA 20, “Standard for the Installation of 
Stationary Pumps for Fire Protection. 

C. All plans for this protection should be submitted to Starr Technical Risks 
Agency, Inc. prior to installation for review and comment. (The suction tank IS 

presently filled automatically by two-l,500 gpm well water pumps. Present 
firewater supply consists or three electric fire pumps each rated at 165 gpm. 
The present site fire water supply is considered “poor” as an independent 
supply.) 

Yucca Generating Station Page 15 
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777 Figueroa Street, Los AngeleJ, Callfornia 9001 7 
Phone (2 13) 689-3664 

FAX (212) 689-3665 

BOILER MACHINERY LOSS PREVENTION REPORT 

Pinnacle West Capitol Corporation 
Arizona Public Service Company 

YUCCA POWER PLANT 
Yuma, Arizona 85364 

Date of Survey: September 14,2004 
Engineer: Larry Gately 
Policy Number: STA-4101135 
Personnel Contacted: Jim McKnight, Production Supervisor 

Description of Plant: 

The Yucca Generating Station is located about 5 miles west of downtown Yuma. The 
ownership of the site is divided near the middle along its north-south axis line. The east 
half is owned by AF'S and the west half is owned by the Imperial Irrigation District (IID). 

There are five combustion turbine generators and a single steam turbine generator, all of 
which are operated by APS. APS owns CT #s 1, 2, 3 and 4 and IID is the owner of CT 
#21 and the steam unit. CT units #1 and #2 are each rated 21.5 Mw. CT units #3 and #4 
are each rated 63.5 Mw. CT unit #21 is rated 23.2 Mw and the single steam unit is rated 
75 Mw. The steam unit is typically operated base loaded and is fired on natural gas with 
No. 6 he1 oil available as a backup. Each of the CTs are utilized as peaking units. CT #s 
1, 2, and 3 are fired on natural gas and #4 is fired on No.2 fuel oil. Unit 1, 2, 3 and 4 
combustion turbines are under the A P S  insurance program. 

All Stan Technical h s k s  Agency, Inc inspections and recommendations are purely advisory and tor the purpose of assisting insuieds 
in loss control and safety procedures No responsibility for management and operation of loss control and safety procedures is 
assumed by Stan Technical ksks Agency, Inc Neither the Company's right to make inspections nor the making thereof noi d n y  

report thereon shall constitute an undertaking, on behalf of or for the benefit of the lnsuied or others, to determine or wanant that such 
property is safe or healthful, or IS in compliance wth any law, rule or regulation No insurance coveiage which an application indy 
have been subnutted to the Company is deemed to be approved or bound in any manner 
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Units #1 and #2 are identical General Electric Model Frame 5 units. These units were 
both placed in service operation on July 1, 1971. These units have two stage turbines with 
17 stage compressors. The generators for these units have a generating capability of 
23,000 KVA at 13,200 V at 3,600 RPM each. The starting systems for these units utilize 
500 hp diesel engines. 

Gas turbine Units #3 and #4 are identical General Electric Model Frame 7 C units. Unit 
#3 was placed in service on June 20, 1973, and Unit #4 was placed in service on July 9, 
1974. These two units have three stage turbines with 17 stage compressors. The 
generators for these units have a generating capability of 72,788 KVA at 13,800 V at 
3,600 RPM each. 

The main distribution transformers for the #1 and #2 gas turbine units are Federal Pacific 
Electric Company, three phase, Class ONFNFA, 60 Hertz units designed to operate 
under a 65" centigrade rise in temperature while operating under a continuous full load. 
These units are rated at MVA 15/20/25 HV, 69,000 GRD.Y/39,387, 72,600 volts under 
the high voltage connections and 12,470 volts under the low voltage connections. 

The main distribution transformers for #3 and #4 gas turbine generating units are 
manufactured by Federal Pacific and Wagner, three phase type LT, Class OA/FA/FA, 60 
Hertz units designed to operate at a 65" centigrade rise in temperature while operating 
under a continuous full load. These units are rated at MVA 42/56/70 HV, 69,000 
GRD.Y/39,837, and are rated at 72,600 volts on the high voltage connections and 13,200 
volts on the low voltage connections. 

0 

At the present time the combustion turbines are operated as peaking units and operate 
about 10 hours per day during the summer months. The units are dispatched from 
Phoenix as needed. The site is manned during operation. Yucca Generating plant staff 
provides routine maintenance and overhaul support. 

Changes Since Last Inspection: 

None. 

Jurisdictional Information: 

There are no objects requiring jurisdictional inspections at the facility. 

All Stan Technical h s k s  Agency, Inc inspections and recommendations are purely advisoiy and for the purpose of assisting insuieda 
in loss control and safety procedures No responsibility for management and operation of loss control and satety procediiies I S  

assumed by Stan Technlcal h s k s  Agency, Inc Neither the Company's nght to make inspections nor the making thereof nor any 
report thereon shall constitute an undertaking, on behalf of or for the benefit of the Insured or others, to determine or warrant that such 
property is safe or healthful, or is in compliance with any law, rule or regulation No insurance coverage which an application may 
have been submitted to the Company is deemed to be approved or bound in any manner 

0 
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1 Recent Operational History: 

The plant operates in peaking service during the summer months from June through 
August as needed. The units may also be dispatched during the winter months if needed. 

Unit 3 is the first unit placed on line and has the most operating hours, as it is the most 
efficient unit. 

The units were not in operation at the time of ow visit. Unit auxiliaries such as station 
batteries and lube oil system were checked. The station batteries were checked for 
cleanliness and proper electrolyte level. No corrosion was noted on the battery terminals, 
and all electrolyte levels were above the minimum fill line. Lube oil pressures and 
temperatures were within limits, no oil leaks were noted, and equipment appeared in good 
condition. 

The generator step-up transformers were externally inspected. No evidence of overheating, 
corrosion, or leakage was noted. Transformer pressure was within the appropriate range. 
Oil level in the transformer was proper for current load. The transformer ground strap and 
lightning arresters were noted in good condition. The high voltage bushings appeared in 
good condition. 0 
Management Programs: 

A meeting was held with plant management to discuss Starr Tech engineering best 
practice standards as they apply to BoiledMachinery issues and determine what programs 
A P S  has in place that meet that standard. Recommendations were offered for any areas in 
which the engineering best practice standards are not being met. 

Starr Tech engineering best practice items addressed and discussed during the meeting 
were as follows: 

1. Capacity discharge testing on station emergency batteries 
2. Transformer DGA testing frequency 
3. Operating Procedures 
4. Overhaul schedule 

All Starr Technical h s k s  Agency, Inc inspections and recommendatlons are purely advisory and tor the purpose of assisting insuieds 
in loss control and safety procedures No responsibility for management and operation ot loss contiol and satety pioceduies I S  

assumed by Starr Technlcal k s k s  Agency, Inc Neither the Company's right to make inspections nor the making theieot nor any 
report thereon shall constitute an undertaking, on behalf of or for the benefit of the Insured or others, to determine or warrant tlidt such 
property is safe or healthful, or IS in compliance with any law, rule or regulation No insurance coverage which an application may 
have been subrmtted to the Company IS deemed to be approved or bound in any manner 

0 
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Recommendations : 

To further the reliability and availability of your plant equipment we offer the following 
recommendation: 

ST-09.1 At the present time DGA testing on the GSU transformers is scheduled to be 
done on an annual basis. We recommend that consideration be given to provide DGA 
testing on the GSU transformers every six months. (Priority) 

Uniform Loss Events: 

Unit 4/CT 70MVA Transformer B/M PML - 450,000. 
requiring full rewind. B/I loss 22 weeks. 

Extensive electrical damage 

Unit 4/CT 70 MVA Transformer B/M EML - 850,000. Catastrophic damage to 
transformer core and tank. Replace transformer. B/I loss 34 weeks. 

CT 4 G/E/ MS7000 Mod. C Combustion Gas Turbine B/M PML - 7.1 Million. 
Replacement of all buckets and combustion hardware with rotor damage. B/I loss '90 
days. 

CT 4 G/E/ MS7000 Mod. C Combustion Gas Turbine B/M EML - 17.6 Million. 
Overspeed which destroys both turbine and generator. Model is no longer in production. 
Obtain used unit. 

Comments: 

Overall APS has sound engineering practices in place that meet the Starr Tech best 
engineering practice. Recommendations are offered when necessary to enhance the 
engineering practices already in place, and to further the future reliability and availability 
of the generating units at the station. 

We wish to thank Mr. McKnight for taking the time to provide the necessary infomiation 
for our review. 

If you have any questions or comments regarding this report feel free to contact Larry 
Gately at 925-709-5019 or Larry.Gately@aig.com. 

All Stan Technical k s k s  Agency, Inc inspections and recommendatlons are purely advisory and for the purpose of dssisting insui~ds 
in loss control and safety procedures No responsibility for management and operation of loss control and satety procedures I S  

assumed by Starr Technical k sks  Agency, Inc Nelther the Company's right to make inspections nor the making theieol noi any 
report thereon shall constitute an undertaking, on behalf of or for the benefit of the Insured or others, to determine or warrant that  such 
property is safe or healthful, or is in compliance with any law, rule or regulation No insurance coverage whlch an application may 
have been submitted to the Company is deemed to be approved or bound in any manner 

0 

mailto:Larry.Gately@aig.com


0 R T  
777 Figueroa Street, Los Angeles, California 90017 

POL - 4101135 LOC - YUCCA POWER PLANT 

THIS REPORT HAS BEEN DISTRIBUTED TO: 

WILLIAM PERSYN 
PINNACLE WEST 
ELECTRONIC COPY 
WILLIAM.PERSYN@APS.COM 
COPIES = 0 0  

ANDY KACZOWKA 
MARSH 
ELECTRONIC COPY 
ANDREW.S.KACZOWKA@MARSH.COM 
COPIES = 00 

RONALD C. ADCOCK 
MARSH 
ELECTRONIC COPY 
RONALD.C.ADCOCK@MARSH.COM 
COPIES = 00 

STANLEY MICHAELIS 
PINNACLE WEST 
ELECTRONIC COPY 
STANLEY.MICHAELIS@APS.COM 
COPIES = 00 

GREGORY SMITH 
YUCCA POWER STATION 
ELECTRONIC COPY 
GSMITH13@APSC.COM 
COPIES = 00 

STANLEY SMARTT 
STARR TECHNICAL RISKS AGENCY, INC. 
ELECTR0P:IC COPY 
STANLEY.SMARTT@AIG.COM 
COPIES = 00 

TED ZAZESKI 
STARR TECHNICAL RISKS AGENCY, INC. 
ELECTRONIC COPY 
TED.ZAZESKI@AIG.COM 
COPIES = 00 

JOHN CROUCH 
STARR TECHNICAL RISKS AGENCY, INC. 
ELECTRONIC COPY 
JOHN.CROUCH@AIG.COM 
COPIES = 00 

KERRY BAGINSKI 
PINNACLE WEST 
ELECTRONIC COPY 
KERRY.BAGINSKI@APS.COM 
COPIES = 00 

All Starr Technical h s k s  Agency, Inc inspections and recommendations are purely advisory and for the purpose 01 dasisting insureds 
in loss control and safety procedures No responsibility for management and operation of loss control and  salety ptoceduie5 1 5  

assumed by Starr Technical h s k s  Agency, Inc Neither the Company's right to make ~nspecttons nor the making therm inoi Jn) 

report thereon shall constitute an undertaking, on behalf of or for the benefit of the Insured or others, to determine or warrant that such 
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Safety 
Owning the challenge means 
each of us is committed to 
and accountable for excellent 
performance. Industrial, nuclear 
and radiological safety is the 
priority. In 2004, we achieved an 
all-time safety record with just 30 
preventable recordable injuries in 
all of Generation. As impressive 
as that performance was, even 
one injury is too many. Our goal 
is for every employee to go home 
each day without injury. Each of 
us is committed and accountable, 
owning the challenge of working 
safely on every job, every day. . 

To reduce errors and eliminate 
accidents and injuries and 
perform our work right the first 
time, we must: 

+ embrace safety as the over- 
riding value in all that we do; 

+ have a clear understanding of 
the task and job that is going 
to be performed; 

+ pre-plan using the best human 
performance tools including 
pre-job briefings and Two 
Minute Drills; 

+ accept responsibility to 
complete work according to 
standards and expectations; 

+ be aware of the surroundings, 
look for and address potential 
hazards; 

4 use protective equipment and 
tools properly; 

~ ~ _ _  ~ 
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+ self check using STAR 
techniques - Stop, Think, 
Act, Review; 

+ peer check: look out for 
each other; 

+ reduce risky behaviors 
through programs such as 
Performance Observation 
Safety ‘Tracking (POST 
Cards) and Gold Hat Safety 
Observers; 

+ provide feedback about 
what works and what needs 
improvement; 

+ report all events and close 
calls; and 

+ continuously improve our 
programs and processes 
through ongoing self- 
assessments. 

The best-practice behaviors in 
safety translate to excellence 
in all areas. Utilize the best 
thought processes, tools and 
standards to do work right 
the first time and identify and 
communicate ways to perform 
even better in the future. 

Retia bility 
O u r  customers, oTvner5 
m d  immtor\ 1 ely on us t o  

~ C J K  er, both short- Ltnd 
long-term. Be) ond unit 
pei hrmance, we talie ‘1 bigger 
view of reliability to include 
how sve perform our work 
each day. 

O N  B U S I N E S S  P L A N  

This mcms performing task 
safely and propdy? verify-ing 
equipmen t is maintained and 
opera ring dcyendably, ensuring 
a steady, accessiblc supply of 
fiiel and water; and having well- 
ctesigneri coixtingeiicit!s in placc 
for interruptions or wciits. 

, -  I he record performance a~ 
our fossil plants in 2005 was 

dre result of strategic fixus 011 

ty, reliability and economic 
performance. TI ie 
credits a coml3ination of training, 
inaiiicenance and operation 
prac‘tices iriclucling: 

E nvi ron menta I / 
Climate Change 
Preserving the environment 
is one of our greatest 
responsibilities. 
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Our customers, owners and 
shareholders count on us to 
implement pollution prevention 
strategies and minimize the 
environmental impacts of our 
business. 

As we continue to shape our 
fuel mix to meet today’s and 
tomorrow’s demands, we remain 
environmentally vigilant. In the 
next five years, we will implement 
capital improvements in our 
existing units to reduce emissions. 

Last year, a Four Corners testing 
program achieved greater than 
88% removal of S02.  In 2006, 
we will move forward with 
Cholla emission reduction 
efforts, including the initiation 
of projects to install baghouses 
and scruhbers. 

As we review options to serve 
growing dcmand, we will 
evaluate the most efficient, 
environmentally -friendly 
mcthods and technologics to 
meet those needs. 

financial 
Performance 
As our fleet is put to the test 
by the growing demands of 
our customers, we continue 
to evaluate what it takes in 
technology, equipment and 
costs to keep operating a high 
level of reliability. 

Service agreements at our 
gas-fueled units and increased 

N E S S  P L A N  

L L E  

expenses for environmental 
compliance at the fossil units are 
added to annual O&M, capital 
and fuel costs to build the total 
cost pictare. To meet 2010 goals, 
we must make every dime and 
dollar count. Spend wisely on 
items that will improve our 
performance and eliminate low- 
value expenses and inefficiency. 

Growth 
(;eneration lid\  a 5wong role in 

pl~~nnuig for  die future. AI 
population ,ind ttic dcmcind fix 
energy continue to grow m d  
ale ~xojected to do so fa at least 
the next tLvo decades. 13cc~usc 
the lead time for new power 
p h t s  c m  be a$ long as 10 years, 

of. thc Generation 
team are working wid) the 
fiesource I%rrr.ung m d  F. iiranc-c 
d c p ~ i n c n t s  tu idcntify tlic i no\ t  

effecwe options to meci future 
nvtli, and will continue to 

monitor md improvc ]hi is  as 
widitions change. 

i?. seat at the planning table is 
critical -- -- whcn the time to 
execute arrives, Generation will 
play a niajor role in bringing 
tlwsu plans tu reality. 

Continuous 
Improvement 
To attain excellence, we iiiust 
continuously improve our skills, 
knowledge and work processes 
to maximize effectiveness on the 
job - as both individuals and 

teams. Success unquestionably 
demands that processes are 
constantly challenged and 
pushed to a higher level. 

Some of the continuous 
improvement efforts we are 
taking includc: 

4 lmplementing the 
I-’erformance Improvemcnt 
Plan at Palo Verde 

4 Using the Performance 
Management Program to 

identify and develop skills 

4 Enhancing our work 
management systems to 
eliminate manual cfforts, 
improve response times, 
reduce human crrors and 
improve decision making 

+ Improving communications 
and teamwork 

+ Upgrading networks to 
improve rcliability and future 
functionality 

Each and every employee can 
make a differencc by scrutinking 
long-standing work processes 
and suggcsting improvements. 
World-class performance is 
brought about through a culturc 
of continuous improvemcnt. 

The p e s t  to improve never 
ends, and it involves everyone. 
Excellence requires an inten- 
sive focus across the entire 
organization and a cointnitment 
to an evolutionary. step-by-step 
improvement strategy. 
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THE POWER TO MAKE IT HAPPEN" 
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APS Transmission Operations and Planning 

Five Year Business Plan 2005 - 2010 

Introduction 

This is the APS Transmission Operations and Planning Department Five Year Business 
Plan for the years 2005 - 20 10 in support of the APS 2005 - 20 10 Business Plan. This 
Department Business Plan details how the Transmission Operations and Planning 
department will support the APS corporate targets contained in the APS Five Year 
Business Plan. 

The APS Transmission Operations and Planning Department shares the APS vision, 
mission, and core values. We value safety as the highest department value and 
understand the importance of the corporate values of maintaining the highest integrity 
and positively impacting our environment and community. All employees in the APS 
Transmission Operations and Planning Department are committed to ensuring that APS is 
successful in meeting the APS corporate targets detailed in the APS 2005-20 10 Business 
Plan. The following plan details how the APS Transmission Operations and Planning 
Department will contribute to APS’ success during the next five years. 

Safety 

Nothing that we do in our jobs is more important than ensuring our personal safety, the 
safety of our families, and the safety of our community. The APS Transmission 
Operations and Planning team will actively participate in all safety training that is offered 
and constantly observe all safety requirements and recommendations on the job and in 
our personal lives. Our employees will model the APS safety culture. We have 
administrators that ensure that all employees complete all APS and OSHA safety training 
requirements. We will support all safety incident investigations that involve our team. 

0 

Our success will be measured by having zero recordable safety incidents. 

Reliability and Operations 

Our team will work with the construction and maintenance organization to ensure that the 
APS transmission, sub-transmission, and distribution system is designed, constructed, 
and maintained as reliably as possible. We will actively participate in periodic outage 
assessment meetings. We will schedule construction and maintenance at times when the 
APS is ensured to be secure and reliable and will plan future enhancements to the APS 
system to ensure that the APS transmission, sub-transmission, and distribution systems 
remain reliable. We will operate the system to ensure that customer outages are 
minimized and when outages do occur, service is restored to customers as quickly as 
possible. We have developed training systems and added a professional trainer to ensure 
that our system operators are well prepared to handle any system emergency. APS 

Transmission Operations and Planning 1 
Five Year Business Plan 



Transmission Operations and Planning personnel are extensively involved in WECC and 
NERC activities and continuously ensuring that our operations exceed all WECC and 
NERC standards. Our department works closely with the APS IT department to ensure 
the cyber and physical security of the APS system and facilities is compliant with all 
NERC cyber and physical security requirements. 

Our success will be measured by the system SAIFI index and zero NERC security non- 
compliance incidents per year. 

Customer Satisfaction 

Our team will contribute to customer satisfaction by ensuring that the APS system is 
operated as reliably as possible, and by ensuring that adequate communication with our 
media personnel is maintained at all times during system disturbances and high alerts. 
We will work with other departments within APS to provide all information that is 
required for these departments to provide the best customer service possible. All of our 
employees will be ambassadors in throughout our communities to communicate the APS 
customer service and satisfaction goals. 

Our success will be measured by the corporate customer satisfaction survey results. 

Growth 

The APS Transmission Operations and Planning team is key in ensuring that APS meets 
the requirements to reliably and economically serve the growth throughout our service 
territory. Through prudent planning, construction, and operation of the constantly 
expanding transmission system, we will provide service to this growth in the most 
efficient way possible. We will continue to foster coordinated planning with other 
transmission providers in the region with participation from regulators and other 
stakeholders. We will solicit partners in our projects in order to gain advantage of 
economy of scale of larger more efficient transmission projects. We will constantly stay 
abreast of industry activities in order to take advantage of planned projects, technological 
advances, and regulatory activities. 

Our success will be measured by our ability to obtain approval for the preferred 
alternatives of system enhancements, and our ability to maintain desired reserve margins 
in the load serving areas of Phoenix and Yuma. 

Workforce 

All of the teams within APS are faced with the impending loss of significant talent over 
the next few years. It is imperative that we implement succession plans and develop 
plans for knowledge transfer. The APS Transmission Operations and Planning team will 
develop and maintain succession plans for all critical positions and also develop plans to 
transfer knowledge from key personnel that may be retiring within the next few years to 

Transmission Operations and Planning 2 
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junior personnel so that critical knowledge will be maintained within the department 
ensuring the efficient continuity of operations and planning. 

Environment 
0 

Our team will maintain environmental stewardship as a top priority. We will ensure that 
the APS transmission system is expanded in a way to provide opportunities for additional 
renewable resources to be added to our system. We will support the efforts of other APS 
teams in meeting the APS environmental goals. 

Financial Leadership 

Our contribution to the APS financial goals will be to manage our costs. We will conduct 
or business as efficiently as possible. We will prudently develop annual capital and 
O&M budgets and ensure that we operate within these budgets. 

Our success will be measured by our ability to operate within our budgets. 

Transm,;sion Operations an( 
Five Year Business Plan 
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APS Transmission Operations and Planning 
Control Area Excellence 

Five Year Business Plan 2005 - 2010 

Reliability/ Operations 

In order to provide our customers with highly reliable electric service and achieve 
outstanding operational performance APS Power Operations will be focusing on 
increasing and improving APS’ technological capabilities over the next five years. 
Training, physical and cyber security along with the implementation of advanced 
applications, that will provide the system operators with better and more frequent 
analysis of system conditions, will be the areas that technology will be improving 
reliability. 

The APS Power Operations and APS Information Technology departments have 
partnered with Siemens to develop a new Energy Management System (EMS) that will 
have additional capabilities that APS currently does not have. These capabilities are an 
operator training simulator and advanced applications 

Training 
The new APS Siemens Energy Management System will have Operator Training 
Simulation (OTS) capability. The OTS will provide Operations the ability to train 
operators with actual system data using the identical system displays utilized by the real 
time EMS but in a “safe” off line condition. Familiarization of new transmission 
upgrades can be done using the simulator along with “replaying” real time system 
disturbances and restorations. This will increase the effectiveness of the operator training 
program along with reducing the time necessary to complete operator training. 
All APS System Operators are required by the North American Reliability Council 
(NERC) to be Certified Operators. To maintain certification each operator must 
successfully complete 200 hours of continued education every three years. Included in 
these 200 hours are 40 hours of emergency operations training completed annually. To 
organize and track all the training required Power Operations has established the position 
of Power Operations Trainer. Under the leadership of our Power Operations trainer APS 
will continue to develop and improve the operations training program to provide the best 
training available to our system operators. 

I Physical & Cyber Security 
Following the experience of 9/11 the emphasis on physical and cyber security has 
increased greatly. Physical and Cyber security added to electric system security make up 
the holistic approach to overall system reliability at APS. Over the next five years critical 
system assets will be identified. Access to these assets will be controlled and monitored 
from a physical and from a cyber control systems perspective. 

I 



Advanced Applications 
The implementation of advanced applications will provide the system operators with 
computer modeling tools using real time system data to run contingency analysis. 
Contingency Analysis tools allow system operators to look at system conditions in a 
predictive perspective under current system conditions. With this information system 
operators can configure the bulk electric system’s generation and transmission resources 
to handle the loss of resource without causing any system disturbance. 

Accountability 
APS, as a member system in the Western blectricity Coordinating Council (WECC), has 
the responsibility to meet all established operating standards. The WECC has established 
the Reliability Management System (RMS). The WECC RMS requires APS to report on 
all operating criteria such as: hourly operating reserves, hourly spinning reserves, 
Operating Transfer limit violations, generator automatic voltage regulator and power 
system stabilizer in service availability, system operator certification, disturbance control 
standard (DCS), i.e. recover from generation disturbance in 15 minutes or less, and 
control performance standards 1 &2 (CPS 1 &2) which track system control against 
frequency and area control error (ACE). The WECC RMS provides for monetary 
sanctions when any standard is violated. The WECC RMS requirements are the 
measures used to determine that APS has reached its goal of Control Area Excellence. 

Summary 
APS Operations will obtain its Control Area Excellence goal by implementing the 
advanced system control tools, provide extensive comprehensive operator training, and 
secure critical assets. 
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S H A R E D  S E R V I C E S  B U S I N E S S  P L ~ N  t z 0 0 6 . 2 0 1 0  

hared Services is a team of departments that 

supports all Pinnacle West entities. This team of 

departments includes but is not limited to Corporate 

Communications, Human Resources, Information 

Services, Environmental/Health and Safety, Supply 

Chain Management, Fleet Services, Accounting Services, 

Financial Services, Treasury, Law and Public Affairs. 

Shared Services will support the company enterprise by 

ensuring our performance and metrics are linked to the 

gods in the APS Business Plan (Esrcellence ZOfO; Owning 

the Challenge, 2005-2010). This Shared Services Plan 

addresses our support to the departments of APS. 

M I S S I O N  
Shared Services provides 
superior value that maximizes 
cost savings to the enterprise 
through continuous improvement 
in business processes. products 
and services. We wi l l  provide our 
internal customers with superior 
services that wi l l  be valued and 
will optimize their business results. 

To achieve this mission we must: 

Oe Known for ... 
+ Enabling Customer Success 
+ Delivering Valued information 
+ Achieving Regulatory 

Effectiveness 

%e a Leader in ... 
t Measurable Performance 
+ Demonstrating Enterprise 

+ Applying a Broad Perspective 
+ Enhancing our Corporate 

Value 

Cu ltu re 

%e a Unified Team to ... 
+ Provide Consistently 

Value Added Service 
+ Leverage Technology to 

Improve Customer's Results 

Shared Services embraces and 
supports our corporate values 
in everything we do: Safety. 
Integrity. Community, Environment. 
Innovation. and Integration. We 
champion a culture of compliance 
and ethics. Doing the right thing is 
one thing we wi l l  never change. 

2 



S H A R E D  S E R V I C E S  B U S I N E S S  C L A N  t 2 0 0 6 - 2 0  

for the administration of the goat and share the effort 

We will always strive to have no one hurt on the job. We will monitor our performance in OSHA recordable injuries 
and will achieve three or fewer incidents each year to help ensure the Company achieves a top ranking among like-sized 
investor-owned utilities as measured by All Incident Injury Rate, Lost Workday Injury Rate and Severity Injury Rate. 
Our corporate target is to be number one in these rankings by 2010, an improvement from our current ranking in the top 
five in each of these categories. ~nvironmetztai/Healt/i~ea~t~ and Safity is reyon.dde.fir tracking thir indicator. 

S U C C E S S  I N D I C A T O R S  

2 0 0 5  2 0 0 6  2 0 0 7  2 0 0 8  2 0 0 9  2010 
ACTUAL TARGET TARGET TARGET TARGET TARGET 

OSHA 6 
Recordable 

3 or 3 or 3 or 3 or 3 or 
fewer fewer fewer fewer fewer 

Injuries 

0 
Relia bitity/Operations 

The North American Electric Reliability Council (NERC) recently proposed that all entities responsible for high 
voltage transmission lines of North America identify and protect critical cyber assets. NERC outlined an implementation 
of the specific cyber security standards in a plan and schedule for the responsible entities to be “Auditably Compliant” 
with the requirements of tliese standards. Shared Services will provide information, consultation, compliance tracking 
and problem identification for all our internal customers. Compliance with tliese standards is an enterprise effort; our 
success is dependant on all APS employees. Shared Services is responsible for monitoring Cyber Security and Corporate 
Security is responsible for monitoring Physical Security. Our target is to be in compliance each year, according to the 
standard and schedule set fortli by NERC. h f i m a t i o n  Senices and Coyorate Secunky are responsiblefor tracking this indicator. 

S U C C E S S  I N D I C A T O R S  

2 0 0 5  2 0 0 6  2 0 0 7  2 0 0 8  2 0 0 9  2010 
ACTUAL TARGET TARGET TARGET TARGET TARGET 

No Slgnifrcant In-compliance In-compliance In-compliance In-compliance in-compliance In-compliance 
findings 

3 



S H ~ R E D  S E R V I C E S  B U S I N E S S  P L A N  + 2 0 0 6 - 2 0 1 0  

Growth 

Shared Services will optimize our limited resources around the highest priority customer and enterprise needs. In 
order to support the corporate target of keeping level O&M costs per kilowatt-hour, we will analyze, monitor and 
report our spending of O&M dollars. We will also monitor our capital spending in support of corporate cash flow goals. 
Eiriancial Services is responsible. f i r  trackiizg these indicators. 

S U C C E S S  I N D I C A T O R S  

2005 2006 2007 2 0 0 8  2009 2010 
ACTUPIL TARGET TARGET TARGET TARGET TARGET 

OGM 
c per kWh 0.81C 0.83C NIA' NIA' NIA '  0.8OC 

Capitol 
$ thousands** 805.576"' 644.043 710,052 852,062 N I A  NIA 

'Strategies currently being developed to address rising costs and adlieve desired long term goal. 
"Capital dollars as disclosed in the 2005 10R filed with the SEC:. 
"*\X'ill not lie 10 wral APS entiry for 2005. since other entity costs are included in Shared Services area for 2005, and since these organizational numbers exclude 
Ckpitalized Property Tmes and Consriuch Overhead Offsas. 

Workforce 

Shared Services must communicate with internal customers to stay abreast of the changing needs of our internal 
business partners as we face the challenge of planning for and supporting, at times, significant workforce transition. Core 
skills and capabilities, including leadership, must be developed as long tenured employees retire and new employees 
are integrated into the workforce. Also, new skills and capabilities will be required to implement improved processes, 
new infrastructure and new technology. This will all be driven by our customers' needs. Success in this area depends 
on planning and executing knowledge transfer, workforce planning and development, and human performance 
improvement. Human Kesources rS resyonsible.fir tracking this indicator. 

S U C C E S S  I N D I C A T O R S  

2 0 0 5  
a c T u a L  

Workforce Completed study to: 
Planning + identify critical positions 

+ Update succession plans 
+ Build a knowledge 

transfer component 
into all performance 
management plans 

2006 
TARGET 

2007 2008 2009 2010 
TARGET TARGET TARGET TARGET 

Complete anakyses NIA '  NIA' NIA' Workforce strategic 
on 2005 study and plan in operation. 
publish a managerial which includes: 
report with findings + Comprehensive 

staffing plans 
+ Total integration 

of successlon pians 
throughout all areas 
of operatlon 

+ Technology to 
manage knowledge 
transfer 

'Strategies curren~ly being developed to bridge ctirreiit F W L ~  with dchievable targets for desired long term go;d. 

4 



S H A R E D  S E R V I C E S  B U S I N E S S  P L A N  4 2 0 0 6 . 2 0 1 0  

Environment 

We must advance and implement reliable and cost-effective technologies and practices that reduce the environmental 
impacts of our operations. We will strive for renewable energy implementation that is efficient, cost effective and meets 
or exceeds regulatory requirements. Success in this area is measured by our compliance with federal and state regulations, 
achieving top-tier ratings from industry rating organizations and meeting other internal environmental targets. One of 
our corporate goals in this area specifically administered by Shared Services is addressed here. E ? i ~ r o n n ~ e n t a I / ~ e a I t ~  and 
Safe;>/ ir responsible. for tracking thir indicator. 

S U C C E S S  I N D I C A T O R S  

2005 2006 2 0 0 7  2 0 0 8  2 0 0 9  2010 
ACTUAL TPIRGET TARGET TARGET TARGET TARGEl  

Renewable 
Energy (GWh) 37 291 426 518 615 796 

financial Leadership 

We must provide quality financial consulting and analysis for our internal customers. We must implement financial 
solutions and properly record financial transactions to minimize long-run costs for our customers. We also have a 
responsibility to our internal and external customers to be disciplined in the way we manage our spending to the 
benefit of our APS customers and our Pinnacle West shareholders. Financial Services end Treasup, are respotzsihk.fir 
tracking these indicators. 

S U C C E S S  I N D I C A T O R S  

2 0 0 5  2006 2 0 0 7  2 0 0 8  2 0 0 9  2010 

APS Investment SC-P: NIA’ N/A’ N/A’ NIA’ S W :  
Grade Bond BBB - A- 

ACTUAL TARGET TARGET TARGET TARGET TARGET 

Rating Moody’s: 
Baal 

Moody’s: 
A3 

APS Net Cash 36.9% Improvement Improvement Improvement improvement 110% 
f l o w  % of Cap Ex. 

PNW Shareholder Measurable Measurable Measurable Measurable Measurable 
Value $2.31 EPS Progress Progress Progress Progress Progress 

‘Tniproveinents in bond ratings occur over ;1 nunher of years. Otir long-term god is io move toward being an “A-” rated company. 
A n  “k-” rating i s  the optiind rating for our Liislomcrs. 

5 
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ARIZONA PUBLIC SERVICE (APS) 

SECURITY PROGRAM ASSESSMENT 

EXECUTIVE SUMMARY 

Project Objectives 

The North American Electric Reliability Council (NERC) stipulates that all Electric 

Entities comply with the security and emergency preparedness procedures as outlined 

within specific standards and guidelines developed by the agency. 

In mid 2003, APS contracted with Triton Security to conduct a Gap Analysis, the results 

of which were published in the 2003 report. Subsequently, the APS ES-SA took a 

proactive approach to addressing all recommendations contained in the report and 

prepared strategic plans to meet the yet to be finalized permanent NERC Cyber Security 

Standard. The approach will be described in further detail in this document. 

The current assessment of the Arizona Public Service (APS) Security Program was 

conducted by Triton Security Solutions, h c .  based on a Statement of Work which 

focused on the NERC Standards and Guidelines. Specific programs to be assessed were: 

compliance with the 1200 Standard, plans to achieve compliance with the CIP 002-009, 

and to “assess, evaluate and validate the APS approach for physicalkyber security, risk 

management and mitigation”. Additionally, APS requested that a gap analysis be 

performed based on the NERC Security Guidelines, with a focus on the physical, 

business resumption and cyber security guides. The 2003 Triton report was reviewed to 

assess progress in meeting the recommendations. Partly, as a result of that report, Mr. 

Robert Parrish tasked Triton to review the security department’s “Five Year Plan”. 

The ES-SA team approach was validated to be an exceptionally managed process, which 

addressed critical operating aspects of several key business unit missions. Instead of 

settling for the existing team structure, APS management proactively supported the 

addition of representatives from the “compliance and facilities management” areas. These 

Triton Security Solutions, Inc. 
Security Program Assessment 
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@ a.*, “additions contributed to a strong cros? functional approach to meet thc NERC Standards. 

’ The ES-SA process continues to be judged as systematic, comprehensive and appropriate 
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\ 

for addressing the status of the NERC Cyber Security Standards, as well as lhe 

Guidcli nes. 

The cornprchensive efforts of the ES-SA team addrcssed all pertinent elements of thc 

NERC 1200 Cyher Security Standard sixteen sections. At this point, a comprehensive 

process audit is needed to assess how effective the current programs are in mceting the 

full intent of the requirements. It is recommended that the ES-SA team continue to 

monitor the implementation process of the CIP 002-009 Standards. 

The week long asscssment was acconiplished through a review of program policies, 

procedures and plans, interviews with key APS personnel, and personal observations 

derived from facility tours and visits. Two facilities, White Tank Communications Tower 

and the Westwing Substation, were observed from the air via the APS helicopter prior to 

the aerial reconnaissance, the Westwing Substation was toured for a half day. 

The APS Security Program continues to be judged as prudent, reasonable and proactive, 

founded on sound security principles. The staff is judged to bc dedicated and committed 

to the program. The recommendations outlined in this report should, if  implcmented, 

strengthen the security program and rcgulatory compliance at APS. The continued 

implementation of ’the NERC Guidelines and Standards (1200 and CIP 002-009) will 

require continued ES-SA oversight and support. Triton is confident that this will not be 

an issue bascd on thc results of interviewing and observing some members of the 

expanded ES-SA. 

A unique involvement i n  the APS Security Program is the proactivc support and 

involvement of “The ECC Operations” team. This support i s  demonstrated within the 

ES-SA, locally with SRP, and nationally with NERC’s Critical Infrastructure Protection 

Committee (CIPC). This support has not been seen at any other electricity entity. This 

jnvolvement has contributed to both the cybcr and physical security programs. 

6 
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I Concluding, the APS Security Program remains ahead of most electric utilities in  the 

development and implementation of its security (both cyber and physical) emergency 

response programs and business resumption plans and in d number of areas, is judged to 

be “Best in Class”. The recommendations provided to assist the APS Security 

Department and the ES-SA in this report have been prioritized “High, Medium and Low” 

based on their impact to reducing the threat and,implcmenting the NERC Guidelines and 

Standards. 

i 
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I 

I 
I 

I 

The following APS security programs, policies and procedures, as well as facilities, were 

assessed: I 

Electronic security systems 

ECC 

Westwing Substation 

West Phoenix Power Plant 

Communication Site 

2003 Triton recommendations status (44) 

Security program status via “NERC GUIDFLTNES” (GAP Analysis) 

‘ 1  Intelligence network (Law Enforcement Liaison) 
I 

Deer Valley ECC Back-up Facility 
I 

- White Tanks Communication Site 

Plans addressing both the Cyber Security 1200 and CIP Standards 
! 

Corporate Sccurity Fivc Year Plan I 

Substation Security System Plans 
1 
! 
I 

I 
I 
I 

Due to time limitations, the reviews were, in most instances, cursory, however, the 

documents assessed are judged to be well organized, succinct and comprehensive. It 

should be noted that the recently published NERC Substation (Physical Security) 

Guideline was used as the basis of the assessment of onc APS critical bulk electric 

substation (Westwing). 

1 
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Results arid Ohservatiorts 

Electricity Scctor Security Assessment Team ’( ES-SA): 

Outstanding Cross-Functional Approach which has been expanded to meet 

new regulatory requirements 

Demonstrates good management support and leadership 

Exceptionally organized (Best in Class) 

Strategically focused 

Assures consistency in emergency response and business rcsumption 

pianning 

Focused on future regulatory requirements (CTP 002-009) 

APS Security Program: 

Five Year Security Plan is visionary and strategic 

Addresses the Cyber NERC Sccurity Guidelines ( 5 )  

New leadership team is properly focused 

Knowledgeable of “APS” threat environment (Bcst in Class) 

Response plans are tied to DHS threat levels (Best in Class) 

Implemented comprehensive visitor and tour policies 

Substation security plan meets the NERC Guideline 

Plan for new Central Alarm Station (CAS) will support planned 

tech no1 ogi es 

Plan lo contract with a “system integrator” will maximize security 

equipment capabilities 

Trifon Sccutily poluti 
Sccuriiy Progray Asscssincnt 
March 22,2006’ 



SCADNEMS Security: 

FuIly supported by the IS security team 

Management is knowledgeable of the spectrum of cyber threats 

Proactively addressing threats and potential vulnerabilities 

Working with industry groups to shape future security initiatives 

Applied an IDS to sccure the EMS network (both in primary and back-up 

EMS) 

Cybcr Security: 

Extensive security awareness program 

Proactive security preventivc measures 

Noteworthy sys -m security initiatives during he pas1 tw years 

0 Reviscd and new policies and procedures to prevent an incident 

Business Rcsurnption Team: 

Outstanding Cross-Functional Approach 

Crisis Management Team: 

Denionstrates good management support and leadership ' 

Emergency and Business Continuity continue to be "Best in CIi~ss" 

progra tns 

IT architecture committee s'upport of business continuity is noteworthy 

APS Security Program: 

Meets the intent of all n ine  NERC Physical SecuriLy Guidelines 

Staffcd with dedicated and proactive professionals 

. 

Knowledgeable of "APS" threat environment (Arizona) 

Response plans are tied to DHS threat levels 

Implemented comprehensive visitor and tour policies 

e 
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Security Equipment: 

System Integrator will contribute significantly to an updated CAS 

Documented maintenance program nceds to be developed (CTF'OOG) 

Installation of equipment needs to be closely monitored to assure optimum 

performancc 

Five Year Plan addresscs equipment needs to meet the NERC CIP 

Intelligence Network: 

An effective system of law enforcement networking is in place and has 

been expanded during the past year at both the local and state level 

Participates in the EEI & WECC security corninittee activities 

Conclusion 

APS has successfully completed a project of identifying and prioritizing its critical 

facilities and assets as recomrncnded in 2003. This was a key step in protecting the 

company's critical infrastructure. Security and emergency plans and responses are tied to 

DHS Threat Levels, incorporating law enforcement support where appropriate. 

The ES-SA has continued to focus on the key regulatory requirements which are eminent. 

The expanded ES-SA has assisted in the development of the Corporate Security Five 

Year Plan, assessed the requirements of the 1200 Standard and continucs Lo support 

business resumption initiatives and drills. 

Continued monitoring of the implementation of the NERC Physical and Cyber Security 

StandarddGuidelines and thc evolving regulatory environment will be necessary by the 

ECC management, security (physical & cyber) , as well as the ES-SA for the foreseeable 

future. Triton is confident that APS will be fully compliant with the NERC Cyber 

Security Standard by its required implenientation dates due to the proactive naturc of the 

ES-SA, the security programs (cyber & physical) involvement of the ECC operational 

staff and strong management commitment to these programs. 

Security Program Asscssritcnt 
-March 22,2006 



TRITON 2003 RECCOMENDATION STATUS 

As a result of a one week security program assessment conducted in September, 2003, by 

Triton, forty four recommendations were identified. Over the past twenty eight months, 

the APS ES-SA, as well as the IS and physical security teams, have made commendable 

progress by fully completing thirty nine,  partially completing four and assessing one as a 

non-issue. 

Each recommendation was reviewed and a representative sample was checked to verify 

completion. In  some cases, the product of the recornmcndation is now judged to be "Best 

in  Class" programs and each is described and highlighted in the body of this report. The 

systematic response to the recommendations by t h e  ES-SA demonsirates a true cross 

functional team. Many of the recommendations required several departmental supports to 

resolve the identificd shortfall. Unique to the APS is the cooperation and support by the 

ECC operations staff, as well as he  comprehensive IS proo v r m .  

I : \  
L 

a 

e 
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